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 الملخص

ٌعذ تعذٌي البٍاًاث الضخوت هصذسًا سائعًا للوعلْهاث ّالوعشفت هي الأًظوت إلى الوستخذهٍي الٌِائٍٍي اَخشٌي. ّهع رلل ، فئى إداسة 

تقٌٍاث ّأسالٍب  التلقائٍت ، هوا ٌؤدي هوا ٌؤدي بٍي التفنٍش الى استخذامهثل ُزٍ النوٍت النبٍشة هي البٍاًاث / الوعشفت تتطلب الخذهت 

الضخوت. ٌساعذًا التعلن اَلً على اتخار القشاساث إرا لن ٌني ٌُاك "طشٌقت صحٍحت" للوشنلت الوحذدة  التعلن اَلً فً هعالجت البٍاًاث

سْف ًقذم  ذهت على ًطاق ّاسع للتحلٍل ّالٌوزجت. فً ُزا العول، فً قْاعذ الوعشفت السابقت ، موا أًَ ٌعذ هي أمثش الأدّاث الوستخ

 .فِوًا جٍذًا لأفضل خْاسصهٍت )خْاسصهٍاث( التعلن اَلً الوطبقت لوعالجت تعذٌي البٍاًاث الضخوت

 .ْصعتالبٍاًاث الضخوت، التعلن اَلً ،تقٌٍاث البٍاًاث الضخوت ، الحْسبت الوتْاصٌت ّالو : استٌباطالكلمات المفتاحية

 

Abstract 

Big Data Mining is a great source of information and knowledge from systems to other end users. 

However, managing such a large amount of data / knowledge requires automation, which is leading to a 

trend in data processing and machine learning techniques. Machine learning helps us make decisions if 

there is not a "right way" for the specific problem in previous knowledge bases, and it offers some of 

the most widely used tools for analysis and modeling. In this work we provide a good understanding of 

the best machine learning algorithm (s) applied for the processing of Big Data Mining. 

Keywords: Big Data Mining, Machine Learning, Big Data Technologies, Parallel and Distributed 

Computing. 

 

Résumé 

Big Data Mining constitue une formidable source d‟informations et de connaissances des systèmes vers 

d‟autres utilisateurs finaux. Cependant, la gestion d'une telle quantité de données/connaissances 

nécessite une automatisation, ce qui conduit à une tendance en matière de traitement de données et de 

techniques d'apprentissage automatique. L‟apprentissage automatique nous aide à prendre des décisions 

s‟il n‟existe pas de « bonne voie » pour le problème spécifique dans les bases de connaissances 

précédentes, et il offre certains des outils les plus utilisés pour l‟analyse et la modélisation. Dans ce 

travail nous faisons bien comprendre le (les) meilleur(s) algorithme(s) d‟apprentissage automatique 

appliqué(s) pour le traitement du Big Data Mining. 

Mots clés: Exploration des données massives, apprentissage automatique, Technologies du Big Data, 

Calcul  parallèle et distribué. 
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1 General Introduction 

1.1 Introduction  

Machine learning and data mining are not the same, but cousins. Machine learning is a branch of 

artificial intelligence that provides systems that can learn from data. Machine learning is often used to 

classify data or make predictions, based on known properties in the data learned from historical data 

that‟s used for training. Data mining is sorting through data to identify patterns and establish 

relationships. Generally, data mining (sometimes called knowledge discovery) is the process of 

analyzing data from different perspectives and summarizing it into useful information. Data mining is 

the analysis of data for relationships that have not previously been discovered. It is an interdisciplinary 

subfield of computer science, the computational process of discovering patterns in large data sets ("Big 

Data") involving methods at the intersection of artificial intelligence, machine learning, statistics, and 

database systems. So, data mining works to provide insights and discovery of unknown properties in 

the data. Machine learning can be carried out through either supervised learning or unsupervised 

learning methods. The unsupervised learning uses algorithms that operate on unlabeled data, namely, 

the data input where the desired output is unknown. The goal is to discover structure in the data but not 

to generalize a mapping between inputs to outputs. The supervised learning (It is the subject of our 

concern) use labeled data for training. Labeled data are datasets where the input and outputs are known. 

The supervised learning method works to generalize a relationship or mapping between inputs to 

outputs. There is an overlap between the two. Often data mining uses machine learning methods and 

vice versa, where machine learning can use data mining techniques. 

1.2 Positioning of the problem 

The field of big data mining is a hot topic for researchers in the fields of computer science 

mathematics. Modeling and predictive analytics can be of critical importance to organizations if they 

are properly aligned with their processes and business needs. They can also significantly improve their 

performance and the quality of their decisions increasing their business value. Every organization can 

statistically analyze their data and better understand their environment, but the greatest profit potential 

lies with those who are able to perform modeling and predictive analysis based on machine learning 

algorithms. Accordingly, the problem posed that we want to solve in our master thesis is to find (the) 

machine learning algorithm(s) very suitable(s) for Big Data Mining? 
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1.3 Objective 

The objective of our work is first, to find a classifier that gives a good prediction result (precision) in 

the context of Big Data Mining. Second, our goal is to speed up the execution time (speed). 

 

1.4 Organization of the master thesis 

We have structured our master thesis according to the plan described below: 

We start with a general introduction that briefly describes our topic, the problems we face in Big Data 

Mining, and the solutions that will be discussed. 

From an organizational point of view, the remainder of the master thesis is structured around four 

chapters. 

Chapter I: Generalities & Concepts of Big Data 

This chapter describes the open doors and challenges of big data, highlighting the recognized 

characteristics of big data. 

 

Chapter II: Construction and Processing of Big Data Mining 

In this chapter, we present how to manage big data mining, from the data collection phase, through the 

analysis of this data, and how to visualize it. 

 

Chapter III: Big Data Mining: Analytics and Technologies 

In this chapter, we will take an in-depth look at the field of data analysis, and we will introduce the 

different types of analysis, we present various systems and technologies that allow us and that help us 

to process big data more efficiently, as well as a comprehensive overview of machine learning 

algorithms. 

 

Chapter IV: Realization and Implementation 

In this chapter, we will present the work that we have done as well as the results obtained. We end this 

chapter with a synthesis of comparison of the classifiers implemented, limits and open perspectives. 

 

Finally, we will end our master thesis with a general conclusion and perspectives opened by the work 

presented in this end of study project
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I.1 Introduction 

Big Data mining is creating a new generation of decision support data management. Businesses 

recognize the potential value of this data; they put in place the technologies, people and processes to 

take advantage of the opportunities. Using analytical data is essential to leveraging Big Data. This 

chapter introduces several key concepts that introduce big data like definitions, characteristics, types of 

data, applications of big data and big data architecture. 

I.2 definitions 

 There are several definitions of big data from different points of view. For example, according 

to [Mills et al. 2012] Big Data is a term used to describe large data at high speed and / or large variety, 

it requires new technologies and techniques to capture, store and analyze it; it is also used to improve 

decision-making, provide information and insights, and support and optimize processes. 

 According to [NIST 2015] Big Data is a term where the volume of data, the speed of processing 

or the representation of the data determines the capacity to perform effective analysis using traditional 

approaches, Big Data requires significant scaling (more nodes) for efficient processing. On the other 

hand [Barker & Ward 2013] defines big data as a term describing the storage and analysis of massive 

and / or complex data sets using a series of techniques including: NoSQL, MapReduce and Machine 

Learning. 

 Big data researchers, however, remain puzzled as to how to effectively use all of this data. They 

seek to find a balance between the two equations for the analysis of Big Data; the first equation, if the 

volume of data increases, then the machine learning algorithms give very precise results, while the 

second equation, it is hoped that these algorithms will be able to give the results within acceptable time 

frames. Perhaps because of this inherent conflict, many experts in the field see big data not only as one 

of the greatest challenges, but also one of the most exciting opportunities over the past decade [Fan et 

al. 2012]. 

I.3 Big Data Characteristics 

Since the advent of the Internet to this day, we have seen explosive growth in the volume, speed 

and variety of data created daily. This data comes from many sources including mobile devices, 

sensors, personal records, Internet of Things, government databases, software logs, public profiles on 

social networks, business data sets, etc. 
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In 2001, Gartner proposed a three-dimensional view (volume, variety and velocity) regarding 

the challenges and opportunities associated with data growth [Chen et al. 2014]. In 2012, Gartner 

updated this report as follows: Big data is high volume, high speed, and / or wide variety of information 

resources that require new forms of processing to improve decision making [Erl et al. 2016]. 

The characteristics that define big data often referred to as the three Vs: Volume, Variety and 

Velocity (as shown in figure I.1), from so that: 

- Volume: How much data is there? 

- Variety: How diverse are the different types of data? 

- Velocity: How fast is new data generated? 

 

- Volume: The first thing everyone thinks about big data is its size [Lyman et al. 2016] [Eaton et 

al. 2011]. In the age of the Internet, especially social networks producing streaming data whose 

volumes are increasing exponentially [Hota & Prabhu 2012] [DBTA 2013]. In 2000, eight hundred 

thousand (800,000) petabytes of data were stored worldwide [Eaton et al. 2012]. We expect this 

number to grow to thirty to forty (30-40) zettabytes (Zo) by 2020, it may reach 175(Zo) by the year 

2025. For example, on Facebook, over five hundred (500) terabytes (TB) of data is created every day. 

[Grinter 2013]. Twitter alone generates over seven (7) terabytes (TB) of data every day, and some 

companies generate terabytes of data every hour of every day [Gantz & Reinsel 2012]. 

- Variety: Previously, all data needed by an organization to run its operations was structured data 

generated within the organization, such as customer transaction data, etc. Today, companies are 

looking to leverage much more data from a wider variety of sources, both inside and outside the 

Figure 1: The characteristics (3 Vs) of Big Data. 
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company, such as documents, contracts, machine data. , sensor data, social media, medical records, 

emails, etc. But, the problem is that a lot of this data is unstructured or has a complex structure that is 

difficult to represent in rows and columns in structured or semi-structured databases [Pattnaik & 

Mishra 2016] [Chmidt 2012]. 

- Velocity: Just like the volume and variety of data we collect and store, velocity refers to the 

speed at which data is generated and the time required to process it. Or in another way, it refers to the 

increasing speed of data generation, processing and use of that data [Power 2014]. 

Often these features are supplemented by a fourth V, veracity: how accurate is the data? 

- Veracity: refers to the fact that the data must be credible, accurate, complete and fit for the 

task. Since big data comes from various sources beyond the control of organizations such as social 

media. Veracity has become a real problem. False messages or spam are very common, they make trust 

a major challenge [Chan 2013] [Roos et al. 2013]. 

We can extend this model to the dimensions of Big Data on ten Vs: volume, variety, velocity, 

veracity, value, variability, validity, volatility, viability and viscosity [Khan et al. 2018]. 

Figure 2: The 10 Vs of Big Data. 

- Value: is a major factor that all organizations should consider when implementing big data, 

because the other characteristics of big data don't make sense if you don't derive business value from 

that data So, we can say that value helps companies better understand their customers [Kayyali et al. 

2013]. 

- Variability: Variability in the Big Data context refers to different things. One is the number of 

inconsistencies in the data. Is the data consistent in terms of availability or reporting interval? Does it 
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accurately represent the reported event? [Katal et al. 2013] Data should be detected by anomalies and 

outliers detection methods in order to allow meaningful analysis. Therefore, proper treatment of the 

property of variability increases the utility of big data systems [Power 2014]. 

- Validity: The term refers to the validation of data. That is, check whether the data used is 

correct and accurate for the intended use, so that this data is therefore used to assess the performance of 

the forecast [Ferguson 2013]. Take the example of social media: unlike polls, market specialists use 

correct methods, but in fact do not have the same concepts and theories. For example, imagine that the 

meteorological moon indicates that the storm has started somewhere in the world, so how does this 

storm affect people? With around half a billion users, Twitter feeds can be analyzed to determine the 

impact of storms on local people. Therefore, using Twitter with data from a weather satellite can help 

researchers understand the validity of weather forecasts. 

However, analyzing non-structural data from a social network still makes it difficult for reliable 

prediction. Correct input data followed by proper data processing should yield accurate results. With 

Big Data, you need to be more vigilant about validity. 

- Volatility: Volatility is the nature of sudden, unstable changes, changed inadvertently or 

anonymously. The volatility of big data refers to the validity period of the data and its retention [Ripon 

& Arif 2016]. For example, some companies may keep the most recent data and transactions of their 

customers; this ensures rapid retrieval of this information when needed. 

- Viability: Viability means big data needs to be active for a very long time. It must be able to 

grow, evolve and produce more data when needed. We can identify the characteristics and factors most 

likely to predict results, so that the most important point for companies is to generate additive value 

[Khan et al. 2018]. 

- Viscosity: Viscosity refers to the stability and resilience of the large data stream. Big Data 

offers a limited perspective by telling a certain storytelling. Viscosity measures the resistance to flow in 

the volume of data. This resistance can come from different data sources, friction resulting from 

integration rates and the processing required to turn data into information. Technologies for dealing 

with viscosity include complex event processing, agile integration, and streaming [IBM 2014]. 

 

I.4 Big Data Structuring 

Big data is very diverse as it comes from different sources and different formats. There are many ways 

to categorize data types, but one of the most fundamental and relevant differences are between 

structured and unstructured data. 
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According to [Iafrate & Front 2015], around 80-90% of future data growth comes from 

unstructured data types such as media files (videos, images and sound), text files, geospatial and 

financial data. , which requires different techniques and tools to store, process and analyze. Figure I.3 

shows four basic categories. 

Big Data structuring can be assigned into four groups: 

Figure 3: The four basic categories of Big Data Structuring 
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I.4.1 Structured data 

Structured data is data stored in a structure that defines its format. Experts have assumed that structured 

data is between 5% and 10% of the total amount of data in the world [Kanimozhi & Venkatesan 2015]. 

Structured data is divided into two main categories; machine-generated data and human-generated data. 

I.4.1.1 Machine-generated structured data includes: 

- Point of sale data: are all transactional data generated each time a purchase is made [Hurwitz et 

al. 2013]. 

- Financial data: Financial data was mainly produced by humans and some of them are still 

produced this data. Most of the processes have been automated and take place without any human 

intervention [Hurwitz et al. 2013]. For example, trading in stocks that contain structured data such as 

company symbol and dollar or euro value, etc. 

I.4.1.2  Human-generated structured data includes: 

- Input Data: Humans enter different types of data into computers every day, and some of this 

information is structured, such as names, ages, and email addresses. One of the most useful types of 

data is qualitative survey data. They can be used to better understand clients [Hurwitz et al. 2013].  

- Clickstream data: Another type of data to better understand consumer behavior is clickstream 

data. Every click of a person while surfing the web is recorded and used to search for patterns [Hurwitz 

et al. 2013]. 

- Game-related data: The same thing happens with every movement made by customers in a 

video game. With the growing popularity of video games, this data is gaining in volumes large enough 

to be considered a separate type [Hurwitz et al. 2013]. 

In general, structured data can be easily stored, processed, analyzed and queried using traditional 

analysis tools and software. A typical example can be thought of as a Relational DataBase Management 

System (RDBMS), transaction data, data files such as spreadsheets. Another example, Microsoft Excel 

is a great, relatively simple tool for working with structured data. Millions of rows with numbers and 

titles can be handled easily by knowing the right combinations of formulas and functions.   

I.4.2 Semi-structured data 

Semi-structured data is data that does not reside in a rational database or other forms of data tables, it 

may contain tags or other markers to separate semantic elements and apply nested information 

hierarchies, therefore, this structure is also referred to as a self-descriptive structure. 
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Although this is a semi-structured data type, it does not have a strict model structure. The best 

example is textual data files that can be parsed, such as XML -Extensible Markup Language-. These 

data files are described by an XML schema. JSON format also meets the same specifications as XML. 

XML and JSON are used to manage semi-structured data, and to convert semi-structured data into 

structured data [Kanimozhi & Venkatesan 2015]. 

I.4.3 Quasi-structured data 

Although not commonly mentioned, this group can be added to all three categories (structured, 

semi-structured and unstructured data), namely the one between semi-structured and unstructured. This 

type of data represents click-stream data from websites, URLs -Uniform Resource Locators-, web 

applications, etc. These data are used for service level agreements or to forecast security breaches 

[Hurwitz et al. 2013]. 

URLs define a flow of clicks that can be analyzed and leveraged by data scientists to uncover 

usage patterns and highlight relationships between clicks and areas of interest on websites. Then the 

quasi-structured data can be defined as rather unstructured data and in an erratic format that can be 

manipulated with special tools. Data flow data may contain inconsistencies in data values and formats 

[EMCES 2015]. 

I.4.4 Unstructured data 

It is hard to classify data that makes it the opposite of structured data. They have no inherent 

structure. They currently represent 90% of all data in the world [Kanimozhi & Venkatesan 2015]. 

Unstructured data can also be divided into two categories: Machine-generated data and Human-

generated data. 

I.4.4 .1  The unstructured data generated by the machine includes: 

- Satellite images: meteorological data, landforms, military movements. 

- Scientific data: oil and gas exploration, space exploration, seismic imagery, atmospheric 

data. 

- Digital surveillance: Photos and surveillance videos. 

- Sensor data: traffic, weather, oceanographic sensors. 

 

I.4.4 .2 The unstructured data generated by the Human includes: 

- Text files: Word documents, spreadsheets, presentations, emails, newspapers. 
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- Email: thanks to its metadata, electronic mail has an internal structure. Sometimes 

scientists call them semi-structured. However, its message field is unstructured and 

traditional analysis tools cannot analyze it. 

- Social media: Facebook, YouTube, Twitter, Instagram LinkedIn ... 

- Website: Wikipedia, encyclopedia, google Map ... 

- Mobile data: SMS, MMS ... 

- Communications: Chat, instant messaging, phone recordings, collaboration software. 

- Media: MP3, digital photos, audio and video files. 

- Professional applications: MS Office documents, productivity applications. 

 

Another big difference between structured and unstructured data is that the latter cannot be 

analyzed through traditional tools and services. The first obstacle is the volume of data. You cannot 

store such large amounts of data using the same storage systems as for structured data. It's easy to 

understand the difference in size: an Excel document with 1,000 rows and 8 columns filled with 

information at a size of 100 kilobytes, while a single image in JPEG format can easily be about 2 

megabytes or more. The next problem is the problem of the data format which is very uncertain; it 

switches from one unstructured data type to another. Excel works great with numbers, but it can't 

handle images, videos, Facebook profiles, and long text. Sometimes it is necessary to process all of 

these types of data simultaneously to gain truly valuable insight. 

I.5 Conclusion 

The availability of big data, inexpensive basic hardware and new data analysis software created 

a unique moment in the history of big data analysis (It can be said data mining. These massive data 

require the development of techniques that can be used to facilitate their analysis. In the second 

chapter, we will discuss how to prepare this data and how to extract information (move from Big Data 

to Big Data mining) from it and see it clearly. 

 

 

 

 

 



Chapter I                                                               Generalities & Concepts of Big Data 

 

11 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter II                                             Construction and Processing of Big Data 

Mining 

 

11 

II.1 Introduction 

In this chapter, we will see how to collect and process big data and how to derive knowledge 

and values from this data, knowing that Big data is generated through the internet, such as social 

networks, international scientific societies, commercial organizations, as well as remote control. 

II.2 Data collection 

Data collection plays the most important role in the Big Data cycle. The Internet provides almost 

unlimited sources of data for a variety of subjects. The importance of data collection depends on the 

type of business, but traditional industries can acquire a diverse external data source and combine it 

with their transactional data [Benfield & Szlemko 2006]. 

Data collection is similar to collecting the ingredients for a recipe. If you want to create a great 

dish, you have to start with the right ingredients, which mean you will have to make a series of 

decisions up front. For example, if you need honey, do you want generic honey or a specific variety 

such as orange blossom? Does the brand of honey matter? Does it need to be raw or organic? Do you 

prefer to get the honey from your local farmer or from a supermarket? And who is going to have all of 

these ingredients? If you don't have the time, are you willing to pay someone to get it for you, even if 

that means you might not get exactly what you want? So, it is best to collect different types of data, in 

different ways, and in different places. Sometimes you don't have enough time or money to collect the 

data you need on your own. In this section, we'll talk about data collection methods to help us 

determine where and how to get the best information we're looking for, and how to determine the 

information we actually need. 

II.2.1 Methods of data collection 

The way of handling big data is not quite the same as dealing with traditional information. 

There are various methods that are used by organizations; they are as follows [Paradis et al. 2016]: 
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II.2.1.1 Observation 

The purpose of observation is to gather evidence of achievement by observing a learner's 

performance while participating in an activity, but without interfering with their work. The activity can 

be a real situation or a simulated situation. Observation allows you to see knowledge put into practice, 

it is best used to assess and demonstrate learning based on active citizenship or skills. There are two 

categories of observations; the first is direct observation, and the second is indirect observation. Direct 

observation is carried out personally by a teacher, instructor or supervisor in the workplace. Indirect 

observation occurs when using appropriate technology such as video recording [Mila 2018]. 

II.2.1.1.1 Direct observation 

For example, the teacher's follow-up sheet is completed when the student starts the activity 

(participation). The teacher records what the student does (work to be done), and how the student 

behaves and interacts during the session (attendance). Another example, evaluation by monitors, can 

take the form of a discussion, a question-and-answer session or the recording of information on a 

platform. The instructor will be another learner who took part in the activity alongside the assessed 

Figure 4: Methods of data collection 
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learner [Mila 2018]. The instructor will record or provide verbal feedback on what the learner did 

during the activity. Witness testimony, this is a statement by a "third party" who saw the learner take 

part in the activity. The witness can be a community worker, a work supervisor or a member of the 

public. Comments can be given in oral or written form [Kawulich 2005]. 

II.2.1.1.2 Indirect observation 

In indirect observation, the observer does not need to be on site and does not even need to watch a real-

time stream of the event. It can be relayed by technological means, such as a recorded event that is 

relayed back to the viewer from transcriptions of audio recordings, or from verbal behaviors in natural 

environments [Anguera et al. 2018]. For example, the use of social media, blogs, e-mail or other online 

archival media are methods of indirect observation [Johnson 2007].   

II.2.1.2 Questionnaires 

The questionnaire provides the fastest and easiest technique for gathering data on groups of 

individuals scattered over a large and wide field. The use of questionnaires as a measurement tool 

depends on the type and duration of the activity. Questions to test or measure learning can be presented 

in two formats: verbal interrogation, for example a question and answer session at the start and end of a 

session, or in written form, for example tests or exams. The format chosen should be suitable for the 

intended use depending on whether the learner is at the start, middle or end of the activity. Questions 

can be asked to identify knowledge, experience, skills, and accomplishments [Kothari 2004]. 

Questionnaires may or may not have answers, if there were answers, these are inevitably agreements or 

disagreements. These responses often go through five levels ranging from "strongly agree" to "strongly 

disagree". Nothing is more confusing, frustrating and potentially embarrassing than a poorly designed 

or poorly written questionnaire. Fortunately, with thought and planning these problems can be easily 

avoided. The design of the questionnaire is a logical process that can be broken down into simple steps. 

We will take the following steps to help us develop a valid, reliable and efficient tool [Robson 2002]. 

II.2.1.3 Interviews 

The interview is a method of direct investigation. It is simply a social process in which a person known 

as the interviewer, that interviewer asks questions face-to-face with one or more so-called interviewees 

to discover perspectives, experiences, feelings and opinions. ideas about a phenomenon [Kothari 2004]. 

In addition, interviews can reveal success stories that can be used when communicating evaluation 
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results. Participants may be reluctant to include their results in a questionnaire, but they will voluntarily 

provide information and answer questions. We can now say that we have more information. 

Interviews fall into two basic categories: structured interviews and unstructured interviews. The first 

category is very much like a questionnaire; in this case the interviewers ask specific questions with 

little leeway to deviate from the desired answers. One of the main advantages of structured interviews 

over questionnaires is that questionnaires ensure that all participants answer all questions and that the 

interviewer understands the participant's responses. Whereas, the second category allows interviewer to 

search for additional information. This type of interview uses a few general questions that can lead to 

more detailed information when important data is discovered; in this case, the interviewer should be 

skilled at asking follow-up questions, as well as seeking additional information if necessary [Dipboye 

1994]. The interviewee answers these questions, and the interviewer gathers various information from 

these answers through very healthy and friendly social interaction. In The Interview, we base some 

crucial points are as follows: 

- We prepare an interview form with questions corresponding to the objective of the assessment; 

- We use open and clear questions with the guests; 

- We do not test knowledge, but we explore it at through questions of experience and description; 

- We do not direct respondents with biased questions and loaded with assumptions; 

- We record the conversation with permission (if tape recording is not possible, then we take 

abbreviated notes). 

The main objectives of the interviews were to ensure that the assessor identified all the interviewees 

relevant to the assessment, and that all questions were prepared in a clear and concise manner. Some 

questions to assess whether this goal has been achieved are as follows: 

- Were we able to identify all the people we needed question? 

- Are there any people who were excluded from the interviews with the people we need to include in 

the next iteration? If so who? 

- Did we receive valuable information during the interviews? 
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- Were there people included in the interviews who did not provide really not much value to the 

process? Can they be excluded from future interviews? If yes, why? 

- Were our questions clear and relevant? Is there anything we need to add to our questions or change to 

make them clearer? 

The interview uses a basic method of communication; it eliminates the limitations and artificiality of 

writing and filling out a questionnaire. It collects in-depth and detailed data. In addition, it is flexible, 

open to ensure follow-up. But, it requires a lot of effort and time. 

II.2.1.4 Focus groups 

Focus groups are useful for exploring norms, beliefs, attitudes, practices and for examining how social 

knowledge is produced etc., so that, the facilitator stimulates discussion to examine how knowledge 

and ideas develop and work in a given group. The group is generally made up of six to twelve people 

[Nyumba et al. 2018]. 

II.2.1.4.1 Focus group applications 

Focus groups are particularly useful when qualitative information is needed on the success of a 

program. For example, focus groups can be used in the following situations: 

- Evaluate reactions to exercises, situations, simulations or other specific components of the program. 

- Evaluate the overall effectiveness of the program implementation. 

- Evaluate the impact of the program afterwards. 

Essentially, focus groups are useful when evaluation information is needed, so that this information 

cannot be adequately collected using questionnaires, interviews or quantitative methods. Compared to 

questionnaires and interviews, focus groups have many advantages: 

- Focus groups are very close to everyday forms of communication. 

- Focus groups can be used to 'explore the ground". 

- The researcher obtains information on a particular subject; he can use this information to generate 

ideas and develop more structured methods such as questionnaires. 

On the other hand, this method also has drawbacks: 
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- Focus groups provide information on a group and not on individuals, they do not provide any 

information on the frequency or distribution of beliefs in the population. 

- A lot of effort and time is required. 

In addition, there are other methods used to collect the data, we cite some of these methods: 

 

II.2.1.5 Documents 

There is a considerable amount of material describing the information of citizens at various levels of 

social organization. Examples include: The national register of civil status (national center in Algiers), 

registers kept by the movement of persons (at the level of the wilaya DRAG), registers which are found 

at the level of the ministerial administrative services to follow the accession ownership, migration, 

energy production and consumption, employment, taxation, hospitals and schools, records maintained 

by formal and informal organizations, such as corporations, political parties. 

II.2.1.6 Concept map 

The concept map is a diagram designed to clarify the understanding of the relationships between the 

concepts contained in a particular area. A list of words describing important aspects of the topic is 

compiled. The words in the hierarchy are classified from the most general to the private. They are 

arranged so that similar terms are close to each other. Links are then created between the words of the 

concept and the instructions written to describe or explain the links [Faubert & Wheeldon 2009].  

II.3 Data preparation 

Data preparation (or data pre-processing) is the manipulation of data into a form suitable for 
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further analysis and processing. The goal of this phase is to provide a dataset that will be used primarily 

in data analysis. It consists of several general tasks mainly aimed at cleaning and transforming data 

[Barapatre & Vijayalakshmi 2017]. 

Figure 5: Data preparation process. 

 

II.3.1 Data cleaning 

Data cleaning is a step-in preparing data for analysis by removing or modifying incorrect, 

incomplete, irrelevant, or repetitive data, because such data is generally neither necessary nor useful for 

data analysis [Barapatre & Vijayalakshmi 2017]. There are several ways to clean the data depending on 

how it is stored with the required responses. 

Data collection and entry are error-prone processes. They often require human intervention and, 

since they are just human beings, they make typos or lose focus for a second and introduce errors. But 

data collected by machines or computers is not error free either. Errors can be caused by human 

negligence, while others are due to machine failure. But errors must be corrected as quickly as possible 

for several reasons: 

- Decision-makers can make costly errors in information based on incorrect data from 

applications that do not correct erroneous data. 

- If errors are not corrected early in the process, cleanup will need to be done for each project 

using this data. 

- Errors can indicate faulty equipment, such as broken transmission lines and faulty sensors. 

- Errors can indicate that a business process is not working as expected. 

The main data cleaning tasks [den Broeck et al. 2005] [Krause & Lipscomb 2016] include: 

- Coding of missing values: Data is often missing in some cases. Maybe the family data is 

collected by the electronic version, but the questions are not asked on the paper version. 

- Standardization: It is good practice to have all data of a similar type in a similar format. 
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II.3.2 Data transformation 

Data transformation is a process of converting or merging data from one format or structure to another 

format or structure [Kumar & Wu 2007]. In big data field, generally we use XML-Extensible Markup 

Language- technology to convert any data format into semi-structured data, we can also transform it 

into structured data. At this stage of the transformation process, there should be a good example of 

transforming data into a clean and well-formatted format, this data will be mainly used during the data 

analysis phase. 

 

 

II.3.3 (Big) Data mining and analysis  

Big data isn't just big, it's fast too. This amount of data is sometimes created by a large number 

of constant streams which usually send data records simultaneously and in small sizes (order of 

kilobytes). Data streaming includes a wide variety of data such as click stream data, financial 

transaction data, log files generated by web or mobile applications, sensor data from Internet of Things 

(IoT), in-game player activity and telemetry from connected devices. 

Data analytics is the scientific and statistical tool for analyzing raw data that enables the 

updating of the information necessary for the acquisition of knowledge. Data analytics works with data 

to formulate complex decisions from different perspectives to meet real-world challenges. The role of 

data analytics is to assemble, store, process data in order to put empirical methods in the real world for 

decision making. It is broadly classified into three types: descriptive analytics, predictive analytics, and 

prescriptive analytics. Big data analytics now covers almost all aspects of modern society, such as 

manufacturing, retailing, financial services, etc [Guerra et al. 2015]. 

Data mining is considered a sub-step of the process known as Knowledge Discovery in 

Databases. There are the following processes: 

- The choice of database; 

- Preprocessing, in order to initiate data cleaning; 

- Their transformation into the form suitable for their treatment; 

- The process of mathematical analysis (data mining); 

- Interpretation of the results of the analysis 
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The knowledge that may have been acquired through KDD (Knowledge Discovery in Databases) 

is an integral part of the strategic positioning of any online business model, as well as of the marketing 

decisions that result from it. The fields of application are characterized by their multiplicity. 

So, data mining represents the work of processing, graphically or numerically, large amounts or 

continuous streams of data, with the aim of extracting information useful to those who possess them. 

The metaphor "data mining" means that there are treasures or nuggets hidden under mountains of 

data that can be discovered with specialized tools (classification, Kohonen maps, visualization with 

methods such as PCA for Principal Component Analysis-, FCA for -Factorial Correspondence 

Analysis- and MCA for -Multiple correspondence analysis, neural networks, etc.). 

The goal of data mining is therefore to discover unknown and useful structures, and networks in 

large databases. This objective makes it possible to add value to the databases contained in the 

management information systems of companies and the processing of gigabytes of data. Data mining is 

therefore all the methods and techniques intended for the exploration and analysis of (large) databases, 

automatically or semi – automatically, with a view to detecting in these data rules, associations, 

unknown or hidden trends, particular structures restoring most of the useful information while reducing 

the quantity of data. 

Data mining is either descriptive or predictive analysis: descriptive (or exploratory) techniques 

aim to highlight information that is present but hidden by the volume of data; predictive (or 

explanatory) techniques aim to extrapolate new information from present information [Poornima & 

Pushpalatha 2016]. Descriptive techniques often include constructing quintile tables, measures of 

dispersion such as variance or standard deviation, and crosstabs that can be used to examine many 

disparate hypotheses. These assumptions often relate to the differences observed between subgroups. 

Specialized descriptive techniques are used to measure segregation, discrimination and inequality. 

Discrimination is also measured using audit studies or decomposition methods. Greater segregation by 

type or by inequality of outcomes does not necessarily have to be entirely good or bad, but it is often 

seen as a marker of inequitable social processes. Accurate measurement of levels in time and space is a 

prerequisite for understanding these processes [Evans & Lindner 2012] (see more details in chapter 

III.2.1.1). 
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In our work we are interested in data mining in its cleft predictive analysis; the predictive 

analysis is a type of analysis that allows you to predict the occurrence of particular events in the future 

based on data from the past. Predictive analysis is widely integrated into decision-making organizations 

[Davenport & Kim 2013] (see more details in chapter III.2.1.3). 

II.4 Data visualization 

Data visualization explains the importance of data by placing it in terms of visual context 

[Olshannikova et al. 2015]. It is a visual representation of the data. Data visualization allows the user to 

gain more knowledge about the raw data collected from various sources. 

II.4.1 Data visualization in the past 

Data visualization is nothing new. Visual data communication has been around in various forms for 

hundreds, if not thousands, of years. 

Abo El-Rayhan Mohamed Ibn Ahmed El-Bayrouni, born in Khouarizm, is one of the oldest researchers 

of circular representations of the phases of the moon. El-Bayrouni was known in the Islamic world and 

was one of the most acclaimed scholars of his time. Al-Bayrouni was known from his main book titled 

"The Mas'udi Canon", concerning astronomy, geography and engineering, one of these pages appearing 

in the figure below: 

Figure 6: Data visualization in the past. 
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In the eighteenth century, common styles still dominated the corporate boards across the country 

including bars and pie charts. 

The appetite for data visualization has increased dramatically in recent years. Data visualization 

has become a mainstream consciousness over the past decade, it is catalyzed by powerful new 

technological capabilities, as well as a culture shift towards greater transparency and accessibility of 

data, the field has experienced rapid growth in enthusiastic participation. While the practice of data 

visualization was once the preserve of statisticians, engineers and specialist experts, the field of 

globalization that exists today constitutes a very active, informed, inclusive and innovative community 

of practitioners who advancing the profession in fascinating directions. 

 

 

II.4.2 Visualization of (big) data today 

Big Data Visualization allows you to visualize a large data set in a format that is easily understood by 

any user. In addition, the presentation of the data is simple and straightforward, so that the users will 

easily understand the message [Alhadad 2018]. Simply put, data visualization is the representation of 

information in a graphical form as shown in the figure below: 

A simple example that can be used to define data visualization, we can draw lines between stars 

in the night sky to create an image. Imagine certain stars as data points that interest you (among the 

Figure 7: Data visualization today 
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billions of other stars visible in the sky) and connect them in a certain order to create an image to 

visualize the constellation. Currently, it is said in the industry that many disciplines regard data 

visualization as a modern equivalent of visual communication. Okay, so what is the main purpose or 

purpose of visual communication or visualizing your data? 

When using data visualization, the main goal (although there are other goals) is to make 

something complicated look simple. Looking at tables and graphs are generally much easier on the 

eyes. What's more, the point is that we humans are able to process even very large amounts of data 

much faster when the data is presented in graphical form. Therefore, data visualization is a way to 

convey concepts universally allowing your target audience or target to quickly get your point of view. 

A well-designed visualization allows our eyes to quickly discern patterns of data, allowing us to 

better understand the underlying characteristics and phenomena of our data. Visual inspection brings us 

new insights into our data by helping us make assumptions about next priorities. Interaction allows us 

to explore these hypotheses further, either by showing other parts of the data or by showing the same 

data from a different perspective. These features make data visualization a valuable tool for 

exploration, analysis and communication. Data visualization is widely used in companies to 

communicate their data, and to deepen their understanding of data [Padilla et al. 2018]. 

Data visualization can guide decision-making, it becomes a tool for conveying information 

essential to any data analysis [Kinkeldey et al. 2017]. However, to be truly actionable, data 

visualization must contain the right amount of interactivity. As the volume of data continues to 

increase, on the one hand, a growing number of vendors and communities are developing tools to 

create clear and impactful graphics for use in presentations and applications. And on the other hand, 

many companies believe that understanding this data requires the use of some form of data 

visualization [Padilla et al. 2018], because it's virtually impossible to visualize a million rows of data 

and understand their meaning. 

II.4.3 Traditional concepts of data visualization 

First, we clarify what we mean when we say the word "traditional", i.e., we are referring to ideas 

and methods that have been used with some success in data visualization over the year‟s time. 

Additionally, most traditional visualization systems cannot handle the size of many contemporary 

datasets. They are limited to dealing with small data sets that can be easily manipulated and analyzed 
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with conventional data management techniques. Although it seems that every day new technologies 

and practices are discovered, developed and deployed offering new and different options. Real-time 

data visualization is always more ingenious, in addition to understanding the basic concepts for data 

visualization is also still essential [Bikakis 2018]. 

At this point, it is essential to fully understand how to choose the most appropriate or effective 

visualization method. To make this choice, we usually have to answer the following questions: 

 What is the volume of data to visualize? 

 What are we trying to communicate? 

 What is the point we want to communicate? 

 Who is our audience? Who will consume this information? 

 What type of data visualization could best convey our message to our audience? 

We have also been realistic that sometimes the approach or method used is based solely on your 

time and budget. And you probably already know these more common visualization methods include: 

 The tables. 

 Histograms. 

 Point clouds. 

 Line, bar, pie, area, flow and bubble charts. 

 Data series or combinations of graphs. 

 Timelines. 

 Data flow diagrams. 

 

II.4.4 Interactive data visualization 

Data visualization is an interesting species. Scientists often know all about data, but 

visualization issues can be difficult for them. UI designers and graphic designers dominate the visual 

aspects, but data processing is beyond their reach. Data visualization allows UI designers to familiarize 

themselves with unfamiliar elements. Data visualization is therefore both a science and an art [Dormehl 

2014]. 
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Companies that can analyze real-time data from many forms of data have a great advantage. For 

example, they can know the feelings of their customers by looking at their purchasing habits. 

Businesses that leverage their available data by integrating it into interactive data visualizations enjoy 

the following benefits: 

- Users can manipulate the data to find specific information they need. 

- Users can be alerted to situations requiring immediate attention. 

- When everyone on a team is looking at the same data, they can solve problems more easily. 

- Users present only the key elements that allow them to get both the big picture and the details 

in a single visualization. 

- Users can get important insights into business performance from a good interactive 

visualization. 

Today's data visualization has moved to interactive web-based presentations. The increase in 

data has also led to increasingly visual presentations. Visual interfaces today face difficult challenges, 

as analysis must be done visually. As a result, an increasing number of user interfaces will appear in 

dashboard form. These user interfaces have a visual purpose and the data has to be adjusted on the fly 

[Koppal 2017]. 

 

II.4.5 Very important advice in visualization methodology 

 Data visualization should be attractive. The advent of more sophisticated and high-quality 

visual creation tools have, for example, placed it at the level of mobile applications. This will 

only increase with the evolution of technology. 

 We ensure that our data visualization is built on a system that is scalable and accessible for 

future maintenance and modifications. Because, if our conception of data visualization is 

successful, others will want to use and exploit it. 

 The user must obtain the correct information. Because it's a problem when users are focusing on 

visualization or on a particular feature that they don't really need. 

 Before creating visualization, we define exactly their use in self-service, deep analysis or 

general presentation. 
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 The data visualization should be accessible and easy to use; it can be easily changed if needed. 

In addition, data should be accessible on any device, anytime, anywhere. This functionality is 

essential for user adoption. 

II.5 Conclusion 

The availability of big data, inexpensive basic hardware, and new data analytics software 

created a unique moment in the history of big data analytics. It has been said most often that using this 

big data with machine learning algorithms results in better prediction results. It is also possible to find 

these same results in the shortest time if one uses sophisticated technologies; this will be detailed in the 

next chapter, and will also be verified in the last chapter. 
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III.1 introduction 

The purpose of this chapter is to establish an understanding of data analysis focusing on how 

predictive analysis forecasts future values, getting familiar with Hadoop and how its ecosystem 

implements big data analytics and seeing some of the machine learning algorithms that are most 

compatible in building models in the big data world. 

III.2 Data Analytics 

Analytics is a broad term that encompasses the processes, technologies, frameworks and 

algorithms to extract meaningful insights from data. Raw data in itself does not have a meaning until it 

is contextualized and processed into useful information. Analytics is this process of extracting and 

creating information from raw data by filtering, processing, categorizing, condensing and 

contextualizing the data. This information obtained is then organized and structured to infer knowledge 

about the system and/or its users, its environment, and its operations and progress towards its 

objectives, thus making the systems smarter and more efficient [A. Bahga et al.2019]. 

III.2.1 Types of (Big) data analytics  

 

Analysis of data is a vital part of running a successful business.  When data is used effectively, it 

leads to better understanding of a business‟s previous performance and better decision-making for its 

future activities. We all know there are different analytics to process the data, but many businesses 

don‟t know when to leverage what. In fact, what distinguishes the best data scientist or data analyst 

from others is their capability to identify the right kind of analytics that best fits the business needs to 

maximize outcomes. All types of analytics offer distinct insights. In our work, we will explore the four 

Figure 8: types of big data analytics 
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different types of data analytics (see figure below). 

 

III.2.1.1 descriptive analytics 

Descriptive analysis does exactly what the name implies it "describes", or summarizes raw data 

and makes it something that is interpretable by humans. It is used to describe the basic characteristics 

of the study data. It limits the generalization to a particular group of individuals observed. No 

conclusions extend beyond this group and no similarities to those outside the group can be assumed. 

The data describes one group and that group only. Very simple research involves descriptive analysis 

and provides valuable information about the nature of the particular group of individuals [Best & Kahn 

2003]. For that reason, descriptive analytics comprises analyzing past data to present it in a 

summarized form which can be easily interpreted. Descriptive analytics aims to answer - What has 

happened? 

Descriptive analysis provides simple summaries of the sample and measurements, along with 

simple graphical analysis; it is the virtual basis for any quantitative data analysis. With descriptive 

analysis, you simply describe what the data shows. Description of the data is necessary to determine the 

normality of the distribution. The description of the data is necessary, because the nature of the 

techniques to be applied for the inferential statistics of the data depends on the characteristics of the 

data [Bhaskar & Zulfiqar 2016]. Descriptive analysis is used to summarize data, such as mean, standard 

deviation for continuous data types (such as age), while frequency and percentage are useful for 

categorical data (such as than the genre). The descriptive analysis does not provide details on why 

certain events occurred or what can be said in the future [Davenport & Kim 2013]. 

III.2.1.2 diagnostic analytics 

Diagnostic analytics is a more advanced form of analytics which examines data or content to answer 

the question “Why did it happen?”, and is characterized by techniques such as drill-down, data 

discovery, data mining and correlations. You can see how the human input in this type of analytics 

remains high. The goal of the diagnostic analytics is to help you locate the root cause of the problem. 

To do so, the algorithms use owned proprietary data, and leverage outside information to understand 

what exactly happened and help you find a quick fix
1
. 

                                                           
1
 https://www.logianalytics.com/predictive-analytics/comparing-descriptive-predictive-prescriptive-and-diagnostic-

analytics/ 
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III.2.1.3 predictive analytics 

Predictive analytics is used to make predictions about unknown future events. It uses many 

techniques, such as statistical algorithms, data mining, statistics, modeling, machine learning and 

artificial intelligence, to analyze current data and make predictions about the future. It aims to identify 

the likelihood of future outcomes based on the available historical data [A. Zhang. 2017]. Predictive 

analytics is the process of taking historical data (the past), identifying patterns in the data that are seen 

though some methodology (the model), and then using the model to make predictions about what will 

happen in the future (scoring new data) [J. Dean. 2014]. 

So, predictive analytics is the art of building and using models that make predictions based on 

models extracted from historical data. This includes empirical predictive models (statistical models 

such as data mining algorithms) that predict future scenarios and evaluation methods to assess the 

predictive power of a model [Schmueli & Koppius 2011]. Predictive analysis identifies relationships 

between variables and then, based on those relationships, it predicts the likelihood of a certain event 

occurring. Although predictive analysis relies on strong relationships between data, sometimes ill-

defined relationships can be expected [Evans & Lindner 2012] [Davenport & Kim 2013].  

In predictive analytics, we use a broad definition of the word prediction. In current practice, the 

word prediction has a temporal aspect: we predict what will happen in the future. However, in data 

analysis, a prediction is the assignment of a value to an unknown variable. This can be predicting the 

price at which a product will be sold in the future or, conversely, predicting the type of document. So in 

some cases the prediction has a temporal aspect but not at all. In our work, we use Machine Learning 

algorithms to train predictive models. 

III.2.1.3.1 Predictive Data Analytics Project Lifecycle 

Like any other significant project, the chances of a predictive data analytics project being successful are 

greatly increased if a standard process is used to manage the project through the project lifecycle. One 

of the most commonly used processes for predictive data analytics projects is the Cross Industry 

Standard Process for Data Mining (CRISP-DM).Key features of the CRISP-DM process that make it 

attractive to data analytics practitioners are that it is non-proprietary; it is application, industry, and tool 

neutral; and it explicitly views the data analytics process from both an application-focused and a 

technical perspective [J. D. Kelleher et al. 2015]. 
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- Business Understanding: Predictive data analytics projects never start out with the goal of 

building a prediction model. Instead, they are focused on things like gaining new customers, selling 

more products, or adding efficiencies to a process. So, during the first phase in any analytics project, 

the primary goal of the data analyst is to fully understand the business (or organizational) problem that 

is being addressed, and then to design a data analytics solution for it. 

- Data Understanding: Once the manner in which predictive data analytics will be used to 

address a business problem has been decided, it is important that the data analyst fully understand the 

different data sources available within an organization and the different kinds of data that are contained 

in these sources. 

- Data Preparation: Building predictive data analytics models requires specific kinds of data, 

organized in a specific kind of structure known as an Analytics Base Table (ABT). 

- Modeling: The modeling phase of the CRISP-DM process is when the machine learning work 

occurs. Different machine learning algorithms are used to build a range of prediction models from 

which the best model will be selected for deployment. 

- Evaluation: Before models can be deployed for use within an organization, it is important that 

they are fully evaluated and proved to be fit for the purpose. This phase of CRISP-DM covers all the 

evaluation tasks required showing that a prediction model will be able to make accurate predictions 

after being deployed and that it does not suffer from overfitting or underfitting. 

- Deployment: Machine learning models are built to serve a purpose within an organization, and 

the last phase of CRISP-DM covers all the work that must be done to successfully integrate a machine 

Figure 9: The predictive data analytics project lifecycle by the CRISP-DM. 
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learning model into the processes within an organization. 

 

 

III.2.1.4 perspective analytics 

Prescriptive analytics has been one of the big buzzwords of recent years. Being able to 

automatically prescribe actions to achieve a goal would mean a huge step forward in automatic help or 

decision making in all areas. It suggests the best course of action to optimize the results of your 

business. Typically, prescriptive analytics combines a predictive model with business rules (such as 

declining a transaction if the probability of fraud is above a certain threshold). This technique is used to 

more effectively support decision-making based on diverse ideas emanating from decision makers such 

as technical directors and general managers analyze and predict complex situations. So, it is considered 

nirvana in analysis, it is often used by the most analytically sophisticated organizations [Gim et al. 

2018]. 

Prescriptive analysis, on the other hand, consists of suggesting a number of actions; it includes 

methods of experimental design and optimization. The experimental design explains the reasons why a 

phenomenon occurs by performing experiments in which independent variables are manipulated, 

superfluous variables are controlled, and therefore conclusions are drawn from the actions that need to 

be taken by the decision maker. 

III.3 Hadoop and its ecosystem 

III.3.1 Hadoop 

Apache Hadoop is a framework that performs distributed processing of massive datasets across 

clusters of computers that scale up from a single server to thousands. Apache Hadoop is an open source 

framework for reliable, scalable and distributed computing over a massive amount of data developed in 

Java and consists of four main sub projects: MapReduce, Hadoop Distributed File System (HDFS), 

YARN, and common Hadoop utilities like Hbase, Zookeeper, Avro and some Other [N. M. F. Qureshi 

et al. 2005]. 
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Hadoop is a platform that provides both distributed storage and computational capabilities. 

Hadoop was first conceived to fix a scalability issue that existed in Nutch2, an open source crawler and 

search engine. At the time, Google had published papers that described its novel distributed file system, 

the Google File System (GFS), and MapReduce, a computational framework for parallel processing. 

The successful implementation of these papers concepts in Nutch resulted in it being split into two 

separate projects, the second of which became Hadoop, a first-class Apache project[A. Holmes. 2015]. 

III.3.2 Hadoop ecosystem 

Handling huge volume of data generating from billions on online activities and transactions 

require continuous up gradation and evolution of Big data. Hadoop ecosystem is a framework of 

various type of complex and evolving tools and techniques. MapReduce and Hadoop Distributed File 

System (HDFS) are two components of Hadoop ecosystem which manages big data. 

 

III.3.2.1 MapReduce programming model 

The computation takes a set of input key/value pairs, and produces a set of output key/value 

pairs. The user of the MapReduce library expresses the computation as two functions: Map and 

Reduce. Map, written by the user, takes an input pair and produces a set of intermediate key/value 

pairs. The MapReduce library groups together all intermediate values associated with the same 

intermediate key I and passes them to the Reduce function. The Reduce function, also written by the 

user, accepts an intermediate key I and a set of values for that key. It merges together these values to 

                                                           
2
The Nutch project, and by extension Hadoop, was led by Doug Cutting and Mike Cafarella. 

Figure 10: Hadoop ecosystem 
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form a possibly smaller set of values. Typically, just zero or one output value is produced per Reduce 

invocation. The intermediate values are supplied to the user‟s reduce function via an iterator. This 

allows us to handle lists of values that are too large to fit in memory [H. Yang. et al. 2007] [S. Sakr et 

al. 2011]: 

 

1) The input files of the MapReduce program is split into M pieces and starts up many copies of 

the program on a cluster of machines. 

2) One of the copies of the program is elected to be the copy while the rest are considered as 

workers that are assigned their work by the master copy. In particular, there are M map tasks 

and R reduces tasks to assign. The master picks idle workers and assigns each one a 

Map task or a reduce task. 

3) A worker who is assigned a map task reads the contents of the corresponding input split and 

parses key/value pairs out of the input data and passes each pair to the user defined Map 

function. The intermediate key/value pairs produced by the Map function are buffered in 

memory. 

Figure 11: An Overview of the Flow of Execution a MapReduce Operation. 
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4) Periodically, the buffered pairs are written to local disk, partitioned into R regions by the 

partitioning function. The locations of these buffered pairs on the local disk are passed back to 

the master, who is responsible for forwarding these locations to the reduce workers. 

5) When a reduce worker is notified by the master about these locations, it reads the buffered data 

from the local disks of the map workers which is then sorted by the intermediate keys so that all 

occurrences of the same key are grouped together. The sorting operation is needed because 

typically many different keys map to the same reduce task. 

 

6) The reduce worker passes the key and the corresponding set of intermediate values to the user‟s 

Reduce function. The output of the Reduce function is appended to a final output file for this 

reduce partition. 

7) When all map tasks and reduce tasks have been completed, the master program wakes up the 

user program. At this point, the MapReduce invocation in the user program returns back to the 

user code. 

III.3.2.2 Hadoop Distributed File System (HDFS) 

HDFS is a distributed file system designed to run on commodity hardware. It has many 

similarities with existing distributed file systems. However, the differences from other distributed file 

systems are significant. HDFS is highly fault-tolerant and is designed to be deployed on low-cost 

hardware. HDFS provides high throughput access to application data and is suitable for applications 

that have large data sets. HDFS relaxes a few POSIX requirements to enable streaming access to file 

system data. HDFS was originally built as infrastructure for the Apache Nutch web search engine 

project. HDFS is now an Apache Hadoop subproject
3
. 

III.3.2.2.1 HDFS architecture  

                                                           
3
https://hadoop.apache.org/docs/r1.2.1/hdfs_design.html  
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HDFS is based on the GFS and has master/slave style architecture. The TCP/IP stack protocol 

supports HDFS, in which a client uses the Client-Protocol with the Name-Node through a port. Data-

Nodes adopt the Data-Node-Protocol with the Name-Node, and these protocols execute a Remote 

Procedure Call (RPC).  

An HDFS cluster comprises a unique Name-Node, a master-server which is responsible for the 

system file management and controls access to all client files. On the other hand, there is a set of Data-

Nodes, usually one per cluster node, which acts as manager for local storage. The Name-Node operates 

all commands in the file systems, such as open, close, and renames (file or directory). 

We mention below, but are not limited to some of the most used hadoop ecosystems in the Big 

Data context: 

III.3.2.3 Cassandra  

Apache Cassandra is a distributed NoSQL database system based on Amazon‟s Dynamo and 

Google‟s Big table. Cassandra is a fast, distributed database that‟s highly fault tolerant as well as 

scalable. It provides high availability and linear scalability, twin goals that traditional relational 

databases cannot satisfy when handling very large data sets. Cloud applications require highly scalable 

back-end databases that are capable of distributed, massive workloads across clusters of servers. These 

applications require very fast access to data to satisfy interactive usage of the data stores by various 

Figure 12: HDFS Architecture.
4 
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applications, as well as ad-hoc queries. Cassandra is expressly designed for high-volume, low-latency 

cloud applications [S. R. Alapati. 2018]. 

 

III.3.2.4 HBase 

HBase is a column-oriented non-relational database management system that runs on top of 

Hadoop Distributed File System (HDFS). HBase provides a fault-tolerant way of storing sparse data 

sets, which are common in many big data use cases. It is well suited for real-time data processing or 

random read/write access to large volumes of data
4
. 

Unlike relational database systems, HBase does not support a structured query language like 

SQL; in fact, HBase isn‟t a relational data store at all. HBase applications are written in Java™ much 

like a typical Apache MapReduce application. HBase does support writing applications in Apache 

Avro, REST and Thrift. 

III.3.2.5 Zookeeper 

Apache ZooKeeper is an effort to develop a highly scalable, reliable, and robust centralized 

service to implement coordination in distributed systems that developers can straightaway use in their 

applications through a very simple interface to a centralized coordination service. It enables application 

developers to concentrate on the core business logic of their applications and rely entirely on the 

ZooKeeper service to get the coordination part correct and help them get going with their applications. 

It simplifies the development process, thus making it nimbler
5
. 

Zookeeper mitigates the need to implement coordination and synchronization services in 

distributed applications from scratch by providing simple and elegant primitives through a rich set of 

APIs. 

III.3.2.6 Pig 

Pig is a platform for analyzing large data sets with a sophisticated environment for optimization 

and debugging. It introduced a scripting-based language called Pig Latin that is used for data 

processing. Pig Latin is data flow language that follows a step-by step process to analyze data. Pig 

Latin can launch MapReduce, Tez, and Spark jobs. Pig Latin can call Java, JavaScript, Python, Ruby, 

or Groovy code through UDFs [B. Vaddeman. 2016]. 

                                                           
4https://www.ibm.com/analytics/hadoop/hbase 
5
https://hbase.apache.org 
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III.3.2.7 Apache Hive 

Hive is a standard for SQL queries over peta-bytes of data in Hadoop. It provides SQL-like access to 

data in HDFS, enabling Hadoop to be used as a data warehouse. The Hive Query Language (HQL) has 

similar semantics and functions as standard SQL in the relation al database, so that experienced 

database analysts can easily get their hands on it. Hive's query language can run on different computing 

engines, such as MapReduce, Tez, and Spark [D. Du. 2018]. 

III.3.2.8 Flume 

Flume is a distributed, reliable, and available service for efficiently collecting, aggregating, and 

moving large amounts of log data. It has a simple and flexible architecture based on streaming data 

flows. It is robust and fault tolerant with tunable reliability mechanisms and many failover and 

recovery mechanisms. It uses a simple extensible data model that allows for online analytic 

application
6
. 

III.3.2.9 Storm 

Apache Storm has emerged as the platform of choice for industry leaders to develop distributed real-

time, data processing platforms. It provides a set of primitives that can be used to develop applications 

that can process a very large amount of data in real time in a highly scalable manner [A. Jain. 2017]. 

III.3.2.10 apache Spark 

Apache Spark is a cluster computing platform designed to be fast and general purpose. On the 

speed side, Spark extends the popular MapReduce model to efficiently support more types of 

computations, including interactive queries and stream processing. Speed is important in processing 

large datasets, as it means the difference between exploring data interactively and waiting minutes or 

hours. One of the main features Spark offers for speed is the ability to run computations in memory, but 

the system is also more efficient than MapReduce for complex applications running on disk [H. Karau 

et al. 2015]. 

                                                           
6
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On the generality side, Spark is designed to cover a wide range of workloads that previously 

required separate distributed systems, including batch applications, iterative algorithms, interactive 

queries, and streaming. By supporting these workloads in the same engine, Spark makes it easy and 

inexpensive to combine different processing types, which is often necessary in production data analysis 

pipelines. In addition, it reduces the management burden of maintaining separate tools. Spark is 

designed to be highly accessible, offering simple APIs in Python, Java, Scala, and SQL, and rich built-

in libraries. It also integrates closely with other Big Data tools. In particular, Spark can run in Hadoop 

clusters and access any Hadoop data source, including Cassandra [H. Karau et al. 2015]. 

III.3.2.11 Kafka  

Kafka is a popular high-volume, low-latency messaging system for handling real-time data 

feeds. Kafka partitions the data streams and spreads them over a cluster, which also allows for multiple 

coordinated “consumers” to consume the data, which is generated by “producers” [S. R. Alapati. 2018]. 

III.4 Machine learning 

Machine learning is a subfield of computer science that is concerned with building algorithms 

which, to be useful, rely on a collection of examples of some phenomenon. These examples can come 

from nature, be handcrafted by humans or generated by another algorithm [A. Burkov. 2019]. 

Machine learning can also be defined as the process of solving a practical problem by gathering 

a dataset, and algorithmically building a statistical model based on that dataset. That statistical model is 

assumed to be used somehow to solve the practical problem. 

III.4.1 Objectives and uses of machine learning 

Machine learning has evolved from the broad field of artificial intelligence. It provides scientists with a 

way to explore learning models and learning algorithms that can help machines (for example 

computers) learn the system from data; therefore, the main goal of machine learning is to equip 

machines with human intelligence; so that it is able to provide predictions based on a huge amount of 

data, which is an almost impossible task for a human being [Burhan et al. 2014]. The goal of machine 

learning is to find the predictive model that generalizes the best. In order to find this best model, a 

machine learning algorithm must use certain criteria to choose among the candidate models it considers 

in its research. 
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III.4.2 types of machine learning  

Machine learning can be thought of as a set of algorithms capable of automatically recognizing data 

patterns, while recognized data patterns are used to predict new observed values. Machine learning 

algorithms are broadly classified into three categories: supervised, unsupervised and reinforcement 

learning [Dasgupta & Nath 2016]. Each learning method has its meaning and its dimensionality [M. 

Mohri. 2018]. 

 

 

 

III.4.2.1 Supervised learning 

Supervised learning algorithms vary from application to application; however, they fall into three 

categories: learning phase, validation phase and testing phase [Kotsiantis 2007]. The algorithms 

developed for a particular problem in these categories depend on the designer and developer of the 

algorithm. Supervised learning algorithms for big data are more complex. They have to take into 

account the physical operation. The volume of data is unmanageable, the number of class types is large, 

and the speed required to process data is high. Therefore, it needs distributed file sharing, parallel 

processing technology, lifelong learning techniques, and multi-domain representation learning 

techniques [Chiliang & Wenting 2012]. In the supervised learning method, a model from labeled 

learning data is interpreted to allow the prediction of test data [Caruana et al. 2008]. Supervised 

learning refers to known labels (predicted classes are known beforehand) as a set of samples to achieve 

the desired result. We mention some known algorithms in supervised learning: 

 

  Random forest: according to [J. Mueller et al. 2016] RF is a classification and regression 

algorithm that uses a large number of decision tree models built on different sets of bootstrapped 

examples and sub sampled features, and according to [S. Shalev-Shwartz et al. 2014] a random forest is 

a classifier consisting of a collection of decision trees, where each tree is constructed by applying an 

algorithm A on the training set S and an additional random vector, θ, where θ is sampled independent 

and identically distributed from some distribution. The prediction of the random forest is obtained by a 

majority vote over the predictions of the individual trees. 

  Support Vector Machine: Support Vector Machines is an efficient and effective pattern 

recognition technique, which is based on Vapnik-Chervonenk is structural risk minimization theory. 
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SVM learning is based on mapping the sample points into a high-dimensional feature space in order to 

search and obtain an optimal separating hyperplane, which maximizes the sum of the distances between 

two classes in this space [Demidova et al. 2016]. 

 

 

 K-nearest neighbor (KNN): The k-NN algorithm is a non-parametric method that can both 

classification and regression problems as one of the simplest of all machine learning algorithms. a 

sample is classified by estimating the majority vote of its neighbors, with the new object assigned to the 

class that is most common among its nearest neighbors (k being a positive integer, and typically small). 

It belongs to the family of lazy learning which means that it does not carry out an explicit training 

phase (it does not need to build a model) and new unseen cases are classified on-the fly by comparing 

them against the entire training set. In spite of its simplicity, the k-NN is known because it usually 

offers a good performance in a wide variety of problems. However, this method becomes very sensitive 

to the local structure of the training data (that needs to be kept stored on a drive). Thus, the classical k-

NN algorithm suffers from a number of weaknesses that affect its accuracy and efficiency [I. Triguero 

et al. 2019]. 

 Naïve Bayes: The Naïve Bayes algorithm uses Bayes theorem to train a classifier. The model 

trained by the Naïve Bayes algorithm is a probabilistic classifier. For a given observation, it calculates 

a probability distribution over a set of classes. The Naive Bayes algorithm assumes that all the features 

or predictor variables are independent. That the reason it is called naïve. In theory, the Naive Bayes 

algorithm should be used only if the predictor variables are statistically independent; however, in 

Figure 13: hyperplane and margins for an SVM trained with samples from two classes. 
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practice, it works even when the independence assumption is not valid. Naïve Bayes is particularly 

suited for high dimensional datasets. Although it is a simple algorithm, it often outperforms more 

sophisticated classification algorithms [M. Guller. 2015]. 

 

 Artificial neural networks (ANNs): Artificial Neural Networks make up an integral part of the 

Deep Learning process. Are computational networks which attempt to simulate, in a gross manner, the 

decision process in networks of nerve cell (neurons) of the biological (human or animal) central 

nervous system. This simulation borrows from the neuro-physiological knowledge of biological 

neurons and of networks of such biological neurons. It thus differs from conventional (digital or 

analog) computing machines that serve to replace, enhance or speed-up human brain computation 

without regard to organization of the computing elements and of their networking [D. Graupe. 2013]. 

 

Figure 14: a simple example of a neural network. 

III.4.2 Unsupervised learning 

The unsupervised learning method processes data without labels or of an unknown structure. In this 

type of learning, algorithms learn on their own without supervision or any target variables provided. It 

is about finding patterns and relationships hidden in the data provided, so that, the learner receives 

exclusively unlabeled learning data, he makes predictions for any unseen points. The lack of direction 

of the learning algorithm in unsupervised learning can sometimes be advantageous, as it allows the 

algorithm to search for patterns that had not yet been considered [Kohonen & Simula 1996]. It can be 

difficult to quantitatively assess a learner's performance. 
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Further, clustering and dimensionality reduction are categories of unsupervised learning problems 

[Dayan 1999]. We mention some known algorithms in unsupervised learning: 

 K-means: The k-means algorithm finds groupings or clusters in a dataset. It is an iterative 

algorithm that partitions data into k mutually exclusive clusters, where k is a number specified by a 

user. The k-means algorithm uses a criterion known as within-cluster sum-of-squares for assigning 

observations to clusters. It iteratively finds cluster centers and assign observations to clusters such that 

within-cluster sum-of-squares is minimized. The number of clusters in which data should be segmented 

is specified as an argument to the k-means algorithm [M. Guller. 2015]. 

 

 Principal Components Analysis (PCA): PCA is used for dimensionality reduction. It is a 

statistical method for reducing a large set of possibly correlated variables to a smaller set of 

uncorrelated variables, known as principal components. The number of principal components is less 

than or equal to the number of original variables. The goal of PCA is to find the fewest number of 

variables responsible for the maximum amount of variability in a dataset. The first principal component 

is the variable with the largest variance. The second component is the variable with the second largest 

variance and it is statistically independent with respect to the first component. Similarly, the third 

component is the variable with the third largest variance and orthogonal to the first two components. 

This is true for each succeeding principal component. Thus, each principal component has the largest 

variance possible under the constraint that it is uncorrelated to the previous components [M. Guller. 

2015]. 

III.4.3 Reinforcement learning 

Reinforcement learning is between supervised learning and unsupervised learning. It is often 

considered a branch of artificial intelligence; it has been one of the central subjects in a wide range of 

scientific fields for the past two decades. In reinforcement learning, sequential decisions have to be 

made rather than a single decision making, which sometimes makes the learning phase a bit difficult; 

so, the algorithm is informed when the answer is wrong, but does not tell how to correct it. He must 

explore and experiment with different possibilities until he finds the right answer. Reinforcement 

learning mimics how humans learn by interacting with environment, repeating actions for which the 

reward that is received is higher, and avoiding risky moves for which there is a low or negative reward 

as an outcome of their actions. In reinforcement learning, we do not have a target variable. Instead we 
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have reward signals, and the agent needs to plan the path on its own to reach the goal where the reward 

exists [P. Dangeti. 2017]. We can solve reinforcement learning problems using: 

 Markov decision process: The Markov property states that the future depends only on the 

present and not on the past. The Markov chain is a probabilistic model that solely depends on the 

current state to predict the next state and not the previous states, that is, the future is conditionally 

independent of the past. The Markov chain strictly follows the Markov property. MDP is an extension 

of the Markov chain. It provides a mathematical framework for modeling decision-making situations. 

Almost all Reinforcement Learning problems can be modeled as MDP [S. Ravichandiran 2018]. 

 

 Dynamic programming-DP: The term dynamic programming refers to a set of algorithms that 

can be used to calculate optimal policies from a perfect model of the environment in the form of a 

Markov Decision Process (MDP). Dynamic programming makes it possible to solve large complex 

problems by breaking them down into smaller sub-problems which are then solved independently, the 

results of which are combined to form the solution to the initial problem [Dreyfus 2002]. 

 

 Monte Carlo methods: Monte Carlo methods are one way to solve the problem of 

reinforcement learning based on the mean of sample returns. They make random selections from 

samples based on an assumed model. They only require experiences through sequences of sample 

states, actions and rewards drawn from real or simulated interactions with an environment [Nutini 

2017]. 

III.5 Conclusion 

In this chapter we have learned that Machine learning alongside with Hadoop and its ecosystem gives a 

powerful instrument to tackle massive data and gain insight. In the fourth chapter we will see an 

implementation of the most famous and approved supervised machine learning algorithms for handling 

big data. Then we will compare these algorithms and see which one works best and which one adapts 

and gives better results in the Big Data world. 
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IV.1 Introduction 

 In this chapter, we will approach the practical part of our project which consists of describing 

the technicalities of our proposed study, and we will mention the different tools and datasets used in 

our application. 

IV.2 Used tools versions 

We developed our software with the tools and APIs located in the table below under the Linux 

Ubuntu operating system 20.04. The following table shows all the tools and APIs used to build our 

application. 

N° Tool Type Version 

1 Pycharm CE IDE 2020.2 

2 Java development kit plateforme 11.0.8 

3 Apache Spark API 3.0.1 

4 Python Programming language 3.8 

5 PyQt5 desinger GUI designer 5 

table 1: tools and APIs 

IV.3 Datasets 

 We have used multiple datasets in our study with characteristics listed down below: 

Data-set Type N° of classes N° of rows N° of features Source 

Iris classification 3 150 4 Spark data 

examples 

mnist(testing) classification 10 10000 778 YL98a 

mnist classification 10 60000 778 YL98a 

mnist8m classification 10 101250 782 GL07b 

Sample binary 

classification data 
classification 2   

Spark data 

examples 
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Svmguide1 classification 2 3089 4 CWH03a 

table 2: datasets characteristics 

Why did we choose the five classifiers in our study?  

We have selected the five classifiers because they are the most widely used and are highly 

suitable for the analysis of large data and we cite the following: 

SVM: Over the past decade, SVM has been gradually integrated into the Big Data field. It solves big 

data classification problems. In particular, it can help multi-domain applications in a big data 

environment [Demidova et al. 2016]. 

ANN: Artificial neural networks constitute a realistic criterion in the field of Big Data, knowledge of 

this field is therefore of paramount importance for those who wish to extract significant information 

from the large databases available to date [Ossa 2017]. 

RF:  Random Forests seem insensitive to over-fitting,this method generally does not require a lot of 

parameter optimization efforts. Random forests therefore avoid one of the main pitfalls of Big Data 

approaches in machine learning [Bei et al. 2018] 

LR:  logistic regression model gives better result for analyzing the Big data [Dhamod haravadhani 

2019]. 

Naïve Bayes: Finally, a very interesting feature of the Naïve Bayes algorithm is that it is extremely 

useful for generating synthetic data when the actual data is insufficient. This classifier can also be used 

in the Big Data field [Prabhat & Khullar 2017]. 

IV.4 Experimentation 

 IV.4.1 Multiclass experimentation 

In this experiment, we performed three tests (Test1, Test2 and Test3) to test the strength of classifiers 

regardless of the data size used. 

Test 1: presents the classification of the Small data set (Iris) using the four classifiers to see which 

classifiers work well in such cases. 
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Test 2: presents the classification of the Medium data set Mnist(test) and Mnist using the four 

classifiers to see which classifiers work well in such cases. 

Test 3: presents the classification of the Big data set (Mnist8m) using the four classifiers to see which 

classifiers work well in such cases. 

We start with the first test which represents the Small data set; the results obtained for the four 

classifiers are shown in the figures below: 

 

 

 

Figure 15 :  Random forest classifier performance metrics 
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Figure 17: naïve bayes classifier performance metrics 

Figure 16: logistic regression classifier performance metrics 
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Figure 18:artificial neural network classifier performance metrics 
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We now go to the second test which represents the Medium data set; the results obtained for the four 

Figure 19: Naïve Bayes classifier performance metrics 

Figure 20: random forest classifier performance metrics 
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classifiers are shown in the figures below: 
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                 Figure 212:artificial neural network classifier performance metrics 

 

Figure 221: logistic regression classifier performance metrics 
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The last test (test 3) that we ran that interests us most is the classification of Big data set. The 

ANN classifier had no result in this test case due to memory saturation, the results obtained for the rest 

three classifiers are shown in the figures below: 

 

Figure 23:random forest classifier performance metrics 
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Figure25: Logistic regression classifier performance metrics 

Figure 244: Naïve Bayes classifier performance metrics 
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 IV.3.2 Binary experimentation 

  In this experiment, we performed two tests (Test1, Test2) to test the strength of 

classifiers classifier regardless of the data size used. 

Test 1: presents the classification of the Small data set (svmguide1) using two classifiers (SVM and 

Logistic regression) to see which classifiers work well in such cases 

Test 2: presents the classification of the Big data set (kdd12) using two classifiers (SVM and Logistic 

regression) to see which classifiers work well in such cases 

 We start with the first test which represents the small data set; the results obtained for 

the two classifiers are shown in the figures below: 

                

Figure 25: SVM classifier performance metrics 
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We now go to the second test which represents the BIG data set; the results obtained for the two 

Figure 268: SVM classifier performance metrics 

Figure 27: Logistic regression classifier performance metrics 



Chapter IV                                                                            Realization and 

Implementation 

 

56 

classifiers are shown in the figures below: 

 

 

IV.4 Evaluation Metrics 

When our algorithms are applied to build machine learning models, we need to evaluate the 

performance of the model on some criteria, which depends on the application and its requirements. 

Specific machine learning algorithms fall under broader types of machine learning applications like 

classification, regression, clustering, etc. Each of these types has well-established metrics for 

performance evaluation and those metrics that are currently available in spark mllib, definitions of 

some metrics here: 

Root mean-squared error: This measure of error mainly concerns predictors. Square root of 

the mean squared error: with the same notations as above, it corresponds to: 

Figure 27: Logistic regression classifier performance metrics 
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√
(     )    (     ) 

 
 

Mean Absolute Error: is a model evaluation metric generally used with regression models. 

The mean absolute error of a model with respect to a test set is the mean of the absolute values of the 

individual prediction errors on over all instances in the test set. Each prediction error is the difference 

between the true value and the predicted value for the instance. 

                    
|     | |     |    |     |

 
 

Mean Squared Error: The mean squared error of a model with respect to a test set is the mean 

of the squared prediction errors over all instances in the test set. The prediction error is the difference 

between the true value and the predicted value for an instance. 

MSE = √(     )
    (     ) 

 
 

 R² Error: Coefficient of Determination or R² is another metric used for evaluating the 

performance that helps us to compare our current model with a constant baseline and tells us how much 

our model is better. The constant baseline is chosen by taking the mean of the data and drawing a line 

at the mean. R² is a scale-free score that implies it doesn't matter whether the values are too large or too 

small, the R² will always be less than or equal to 1. 

Accuracy: Classification Accuracy is what we usually mean, when we use the term accuracy. It 

is the ratio of number of correct predictions to the total number of input samples.It works well only if 

there are equal number of samples belonging to each class. 

          
                             

                                
 

Precision: It is the number of correct positive results divided by the number of positive results 

predicted by the classifier. 

           
              

                              
 

Recall: It is the number of correct positive results divided by the number of all relevant samples 

(all samples that should have been identified as positive). 
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 Fmesure: F1 Score is the Harmonic Mean between precision and recall. The range for F1 Score 

is [0, 1]. It tells you how precise your classifier is (how many instances it classifies correctly), as well 

as how robust it is (it does not miss a significant number of instances) High precision but lower recall, 

gives you an extremely accurate, but it then misses a large number of instances that are difficult to 

classify. The greater the F1 Score, the better is the performance of our model. 

      
                  

                
 

 ROC: The Receiver Operator Characteristic curve is an evaluation metric for binary 

classification problems. It is a probability curve that plots the TPR (True Positive Rate) against FPR 

(False Positive Rate) at various threshold values and essentially separates the „signal‟ from the „noise‟ 

 AUC: The Area Under the Curve (AUC) is the measure of the ability of a classifier to 

distinguish between classes and is used as a summary of the ROC curve. 

IV.5 Performance metrics result comparison   

Our performance comparison is divided into two categories multiclass and binary classification 

of small, medium and big data set. The tables below represent performance metrics results of all our 

chosen classifier for each dataset. 

IV.5.1 Multiclass classification: 

Classifier 

Iris dataset 

RMSE MAE MSE R2 Accuracy Precision Recall Fmesure Time(s) 

Random 

forest 
0.14433 0.0208 0.0208 0.9648 0.97916 0.9802 0.97916 0.97911 3 

Naïve 

bayes 
0.2156 0.0465 0.0465 0.9333 0.9534 0.9596 0.9534 0.9534 2 

ANN 0.0 0.0 0.0 1.0 1.0 1.0 1.0 / 5 
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Logistic 

regression 
0.1690 0.0285 0.0285 0.94 0.9714 0.9740 0.9714 0.9716 4 

table 3: performance result using Iris dataset 

The first conclusion: According to the results obtained by our system, and according to Table 3, we 

conclude that ANN is a stronger classifier compared to other classifiers in the processing of small data 

set, it gives very good classification results, but it gives a long time. 

Classifier 

Mnist(test) 

RMSE MAE MSE R2 Accuracy Precision Recall Fmesure Time(s) 

Random 

forest 
1.8023 0.6911 3.2485 0.6572 0.8121 0.8345 0.8121 0.8160 9 

Naïve 

bayes 
1.8035 0.6645 3.2528 0.6071 0.8253 0.8340 0.8253 0.8262 6 

ANN 1.2156 0.3112 1.4777 0.8254 0.91624 0.9164 0.91622 / 71 

Logistic 

regression 
1.3077 0.3799 0.7101 0.7947 0.8875 0.8873 0.8875 0.8872 31 

table 4: performance result using mnist(test) dataset 

 

Classifier 

Mnist 

RMSE MAE MSE R2 Accuracy Precision Recall Fmesure Time(s) 

Random 

forest 
1.8265 0.7347 3.3362 0.6193 0.7883 0.8253 0.7883 0.7968 17 

Naïve 

bayes 
2.0208 0.8297 4.0836 0.5102 0.7780 0.7876 0.7780 0.7789 11 

ANN 0.9726 0.1934 0.9461 0.8864 0.9486 0.94862 0.94864 / 312 
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Logistic 

regression 
1.1797 0.2972 1.3918 0.8341 0.9157 0.9155 0.9157 0.9156 180 

table 5: performance result using mnsit dataset. 

 

The second conclusion: According to the results obtained by our system, and according to Table 4 and 

5, we conclude that ANN is still a stronger classifier compared to other classifiers in the processing of 

medium data set, it gives very good classification results, but it gives a long time. 

Classifier 

Mnist8m 

RMSE MAE MSE R2 Accuracy Precision Recall Fmesure Time(s) 

Random 

forest 
2.1644 0.9879 4.6847 0.4953 0.7316 0.7799 0.7316 0.7477 32 

Naïve 

bayes 
2.009 0.8247 4.0365 0.5195 0.7798 0.7891 0.7798 0.7807 19 

ANN / / / / / / / / / 

Logistic 

regression 
1.3935 0.4099 1.9420 0.7684 0.88581 0.88557 0.88551 0.88853 370 

table 6: performance result using mnist8m dataset. 

The third conclusion: According to the results obtained by our system, and according to Table 6, we 

conclude that logistic regression is a stronger classifier compared to other classifiers in the processing 

of big data set, it gives very good classification results, but it gives a long time. In this case, ANN was 

unable to perform classification, but the problem could be solved by powerful machines. 

IV.5.2 binary classification:  

Classifier 

  
                                Svmguide1 dataset 

RMSE MAE MSE R2 Accuracy Precision Recall Fmesure ROC AUC Time(s) 



Chapter IV                                                                            Realization and 

Implementation 

 

61 

Logistic 

regression 
0.3972 0.1578 0.1578 0.3218 0.8421 0.8485 0.8421 0.8357 0.8027 0.8199 10 

SVM 0.4098 0.1680 0.1680 0.1775 0.8319 0.8488 0.8319 0.8366 0.8291 0.9044 6 

table 7:performance result using svmguide1 dataset 

The fourth conclusion: According to the results obtained by our system, and according to Table 7, we 

conclude that SVM is a stronger classifier compared to other classifiers in the processing of small data 

set 

Classifier 

Kdd12 dataset 

RMSE MAE MSE R2 Accuracy Precision Recall Fmesure ROC AUC Time(s) 

Logistic 

regression 
0.2884 0.0832 0.0832 

-

0.6206 
0.9167 0.9099 0.9167 0.9133 0.5564 0.1277 94 

SVM 0.2313 0.0535 0.0535 NA 0.9464 1.0 0.9464 0.9724 0.0 0.0 52 

table 8: performance result using kdd12 dataset 

The fifth conclusion: According to the results obtained by our system, and according to Table 8, we 

conclude that Logistic regression is better in binary classification than SVM in the processing of big 

dataset. 

Generally, we conclude the following: 

From the results obtained in the implementation part we deduce that: 

1. Apache spark distributed in-memory cluster-computing framework is better for tackling 

massive data. 

2. the chosen five classifiers can digest and produce accurate machine learning models, 

however in an overall manner in respect of time and other metrics, ANN classifier have 

higher performance for Multiclass classification. 

3. when it comes to binary classification of a big dataset, SVM fails to perform properly 
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IV.6 Conclusion 

In this chapter, we presented the comparison implementation of the selected machine learning 

algorithms under spark framework in purpose of generating valuable insights and accurate models in 

big data world. 
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In the field of big data mining, data is automatically recorded via digital processing medium 

with a heterogeneous property created from different data sources or in different contexts. Machine 

learning algorithms can help extract patterns from the dataset. Over the years, they have had great 

success due to their ability to deal with problems associated with predictive analytics. But the problem, 

they are not capable for big data mining. In some cases, the simple logic is: know when a predictive 

model will not be sufficient to solve a particular problem (in the field of big data mining), especially if 

all cases are dealt with quickly and efficiently. We have also shown that the field of big data mining 

needs to use robust machine learning algorithms and big data solutions to develop good predictive 

models for users. 

 

In this master thesis, we explored how to use machine learning algorithms (Random Forest, 

SVM, ANN, Logistic regression) in distributed systems (Apache spark) for big data mining. 

Sometimes, machine learning algorithms cannot be efficient in dealing with big data, because 

they often face the problem of over-fitting, even the problem of hardware (GPU, HPC, Clusters ...). 

Several avenues of research are emerging and worth exploring, the game-changing machine 

learning boom of which will be. Machine learning, which plays an important role in big data mining, is 

expected to flourish in the near future. In addition, we can use prediction techniques or methods, 

including deep learning. 
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