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  Abstract 

  Time series forecasting occurs when you make scientific predictions based on historical time 

stamped data. It involves building models through historical analysis and using them to make 

observations and drive future Strategic decision-making. Their main specificities compared to 

the most common areas of machine learning are their dependence over time and their seasonal 

behaviors that can appear in their evolution. In the literature, statistical models are widely 

used for time series forecasting. However, there are many complex models or approaches that 

can be very useful in some cases. Generalized Autoregressive Conditional Heteroskedasticity 

(GARCH), Bayesian models and ARIMA vectors (VAR) are just a few examples. There are 

also even time series models borrowed from deep learning. Recently, many fields including 

computer vision have paid a lot of attention to deep learning techniques like recurrent neural 

networks and long short term memory (LSTM), convolutional neural networks (CNN) or GRU 

cells can be successfully employed for time series forecasting issues. Through this work, we 

aim to develop a RNN model with LSTM (Long Short-Term Memory) cell for time series 

forecasting. The proposed model will be experimented and evaluated on real-world datasets 

with the known metrics in this field. 

Key-words: Time Series Forecasting, RNN, LSTM, Single-step, Multi-step, Univariate, 

Multivariate. 

 
Résumé 

 

  La prévision de séries chronologiques est une méthode de prédiction des événements futurs basée 

sur des données passées. L’apprentissage automatique est un processus d’utilisation de modèles 

pour faire des prédictions sur des événements futurs. Certaines des principales différences entre 

l’apprentissage automatique et d’autres formes d’analyse de données sont que  les modèles 

d’apprentissage automatique dépendent de données passées et peuvent parfois présenter un 

comportement saisonnier. Dans la littérature, les modèles statistiques sont très répandus utilisé 

pour prévoir les séries chronologiques. Il existe de nombreux modèles complexes différents qui 

peuvent être très utiles dans des cas spécifiques. Quelques exemples incluent l’hétéroskédasticité 

conditionnelle autorégressive généralisée (GARCH), les modèles bayésiens et les vecteurs 

ARIMA (VAR). Il existe également des modèles d’apprentissage profond qui sont empruntés à 

l’analyse de séries chronologiques. Les cellules GRU peuvent être un outil utile pour prévoir les 

problèmes de séries chronologiques. Grâce à ce travail, nous objectif de développer un modèle 

RNN cellulaire LSTM (Long Term Short Term Memory) pour les prévisions des séries 

chronologiques. Le modèle proposé sera testé et évalué sur la base de données réelles, avec les 

mesures connues dans ce domaine. 

Mots-clés: Prévision de séries chronologiques, RNN, LSTM, Single-step, Multi-step, 

Univariée, Multivariée. 
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General introduction 
1. Background 

Forecasting in business context is about future customer demand, it is an essential business 

process for any firm whatever the product it might sell and the key question is what will 

customer demand be at some future point in the time?, a future point of time could be 

tomorrow (shorter term operational decisions or short term forecast) or even next week or next 

month or next year (longer term operational decisions or long term forecast). 

There are two main ways to estimate future customer demand; the first is qualitative 

approaches that based on subjective assessment. Qualitative forecasting methods include the 

grass roots approach that is future customer demand can be measured by talking to 

salespeople, their knowledge of the market and customer trends and preferences may be helpful 

to estimate future sales. Market research is another method of qualitative approach this can 

include surveying customers, testing product performance or having focus groups to discuss a 

product and how consumers might receive it, then there is Delphi method which is about 

enlisting the opinion of trusted advisors and consumers regarding what is going to happen 

based on their consumer behavior, compiling this data, and presenting it to decision-makers. 

The second one is quantitative approach, there are two main groups of quantitative forecasting 

methods, the least used is casual forecasting (associative model) that understand the casual 

drivers of demand is the goal for example we might expect demand for a product to increase as 

population and income levels in market area arise, the effect of many other factors on 

customer demand can be estimated using regression analysis, this allow to predict future 

demand based on the expected future state of the predictor variables, the other method of 

quantitative forecasting and the most important is time series forecasting it is simply based on 

prior demand or sales data and compared to casual method, time series forecasting is much 

simpler and easier to implement and it is widely used in managerial practice. 

Artificial Intelligence (AI) has gained considerable prominence over the last decade fueled 

by a number of high profile applications in Autonomous Vehicles (AV), intelligent robots, im- 

age and speech recognition, automatic translations, medical and law usage as well as beating 

champions in games like chess, Jeopardy, GO and poker, and so AI found applications in the 

field of forecasting and a considerable amount of research has been conducted on how a special 

class of it, utilizing Machine Learning methods (ML) and especially Neural Networks (NNs), 

can be exploited to improve time series predictions. 
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2. Problem statement 

Classical machine learning models are widely used for time series forecasting, such as ex- 

ponential smoothing and ARIMA. Exponential smoothing has been around since 1950s, then it 

extended many times giving a total of fifteen methods like the simple exponential smoothing (or 

SES) method, Holt’s linear method, additive Holt-Winters’ method. Auto-Regressive Integrated 

Moving Average are developed in 1930s-1940s by an electrical engineer Norbert Wiener et al, 

then statisticians George Box and Gwilym Jenkins developed systematic methods for applying 

them to business data in the 1970s. These two methods are the most popular in the traditional 

machine learning models but there are much more. However these methods have limitations. 

First the performance of the methods can be affected by the missing values. Second, in the 

data, they are not able to recognize complex patterns. Finally, they don’t work well in long 

forecast. These limits have been solved by the appearance of deep learning in 1943s when Wal- 

ter Pitts and Warren McCulloch created a computer model based on the neural networks of the 

human brain, also the appearance of Backpropagation model in 1960s. The fast development 

led this two innovation to give birth to several approaches like: Convolutional Neural Networks 

(CNNs), Long Short Term Memory Networks (LSTMs), Recurrent Neural Networks (RNNs), 

Generative Adversarial Networks (GANs), Radial Basis Function Networks (RBFNs). 

In the light of the above, a question must be asked: How deep learning can be used for time 

series forecasting? 

 

3. Approach 

To answer the previous question, an RNN model with LSTM (Long Short-Term Memory) cell 

for time series forecasting is developed. The proposed model will be experimented and 

evaluated on real-world datasets with the known metrics in this field. 

 

4. Outline 

This thesis is divided into three chapters and a general introduction, which includes the  

following sections: background, problem statement, approach, and outline. Chapters one and 

two are theoretical; chapter three will be the application section, in which the steps of 

implementation and the results will be presented; and finally, we will draw a broad conclusion 

based on the results and discussion from chapter three. Each chapter’s structure is as follows: 

 Chapter one: Time series forecasting 
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This chapter gives a gentle introduction to time series generally and time series forecasting 

specially, with different technics used for forecasting and concludes with real world study 

cases that used time series forecasting. 

 Chapter two: Long-Short Term Memory 
 

This chapter introduce deep learning with neuron networks and how Long-Short Term Memory 

gives solutions for recurrent neural networks in order to solve problems. 

 

 Chapter three: LSTM-based RNN Model Development for Time Series Forecasting 
 

This chapter is the practical part of this thesis in which the overview and architecture of the 

LSTM- based RNN model development for time series forecasting are presented, as well as 

datasets and baselines used. At the last, the baselines results are compared to the proposed 

LSTM-based RNN model with a discussion of the obtained results.
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Chapter 1 

 

Time series forecasting 
 

1.1 Introduction 

Time series data is everywhere since the increasing use of advanced devices and software in the 

world. Time series data is gathered, stored, visualized and analyzed for various purposes across 

various domains, in data mining, pattern recognition and machine learning, time series analysis 

is used for clustering, classification and query by content, anomaly detection and forecasting. 

Time series data is used in time series analysis and time series forecasting to detect and predict 

patterns essentially looking at change over time. 

 
1.2 Time series 

1.2.1 Definition 

A time series is a sequence or series of numerical data point fixed at certain chronological 

time order. In a time series, time is often the independent variable and the goal is usually to 

make a forecast for the future. 

 
1.2.1  Time series data and components 

There are four basic components of time series: 

 
1.2.2.1 Trend 

A trend exists when there is a long-term increase or decrease in the data. Trend usually happens 

for some time and then disappears. It is known that the trend does not repeat [1]. A trend could 
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be: 
 

 
• Uptrend/Downtrend: Time Series Analysis shows a general pattern that is upward then it 

is Uptrend. If it shows a pattern that is downward then it is downtrend (See Figure 1.1). 

                                            Figure 1.1: Up/Down-trend 

 

• Horizontal or Stationary trend: If no pattern observed then it is called a horizontal or 

stationary trend (See Figure 1.2). 

 
 

 

Figure 1.2: Horizontal trend 

 
 

1.2.2.2 Seasonal 

Seasonality refers to predictable changes that occur over a one-year period. It can be used to 

help analyze stocks and economic trends also it can determine certain business decision such 

as inventories and staffing for companies. By seasonality, we mean periodic fluctuations. For 

example, retail sales tend to peak for the Christmas season and then decline after the holidays. 

So time series of retail sales will typically show increasing sales from September through 

December and declining sales in January and February. A time series data can be explored 

with many graphical representations [2] to detect seasonality such as: 

 Box plots 

Box plots can be used as an alternative to the seasonal subseries plot to detect seasonality. 

The following (Figure 1.3) is showing what a box plot look like, all details about this example 

is on [3]. 
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Figure 1.3: Box plot example 

 

 Seasonal subseries plot 

Seasonal subseries plot is a specialized technique for showing seasonality. The seasonal 

subseries plot shows the seasonal pattern more clearly.  In the following (Figure 1.4) shows an 

example of seasonal subseries plot which illustrate CO2 concentrations. The CO2 

concentrations are at a minimum in September and October. From there, steadily the 

concentrations increase until June and then begin declining until September [2]. 
 

Figure 1.4: Seasonal subseries plot of CO2 concentrations 
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1.2.2.3 Cyclical 

A cyclic pattern exists when data exhibit rises and falls that are not of fixed period. A seasonal 

behavior can be confused with cyclical one, but there is some characteristic that helps make 

difference. First of all if the fluctuations are not of a fixed frequency then they are cyclic, if the 

frequency is unchanging and associated with some aspect of the calendar, then it is seasonal. 

In general, the average length of cycles is longer than the length of a seasonal pattern, and the 

magnitudes of cycles tend to be more variable than the magnitudes of seasonal patterns [4]. 

The following (Figure 1.5) is an example of cyclical time series of monthly housing  

sales. 

It shows some strong cyclic behavior with a period of about 6–10 years [4]. 
 
 

 

Figure 1.5: Cyclical time series 

 

 

1.2.2.4 Irregular 

Irregular variations correspond to the movements that appear irregularly and generally during 

short periods. In practice, all the components of time series that cannot be attributed to the 

influence of cyclic fluctuations or seasonal variations or tendency are classed as irregular [5]. 

The following (Figure 1.6) is a highly irregular time series. A highly irregular time series have 

fluctuations that can dominate movements, which will mask the trend and seasonality. 
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Figure 1.6: Irregular time series 

 

 

1.2.3 Understanding time series 

A time series is usually represented in a graph which models every data point on the x-axis 

and y-axis. If the plot has highest or lowest in a long time period that means the time series 

data is a trend time series. If there is recurrence over time measured by years it called seasonal 

time series and if the visualization shows changes many time in a years so that is a cyclical 

time series data. The following (Figure1.7) shows an example of what component of a raw 

time series look like and what is a time series look likes after removing trends, seasonal and 

cyclical, in other words what a residual (remainder) data is: 
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Figure 1.7: Component of time series 

 

 

1.2.4 Time series types 

 

1.2.4.1 Univariate time series 

A univariate time series refers to time series that has only one observation recorded sequentially 

over equal time increments. Generally a univariate time series data set is given with one column 

numbers. (Figure1.8) [6] is a simple example of temperature values with time measured by each 

hour. 

 

1.2.4.2 Multivariate time series 

A multivariate time series has more than one time-dependent variable. Each variable depends 

not only on its past values but also has some dependency on other variables. This dependency 

is used for forecasting future values [7]. The following (Figure1.9) shows example for a multi- 

variate time series: 
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                               Table 1.1: Univariate time series (temperature values) 

 
 

 

                               Table 1.2: Multivariate time series ( Bitcoin price prediction) 

 

 

1.2.5 Stationary time series 

If the properties of a time series such as, variance
1
 and autocorrelation

2
, are all constant over 

time, this time series is called a stationary time series [8]. It does not mean that the series  

does not change over time, just that the way it changes does not itself change over time [9], 

for example in (Figure 1.10) the strong cycles in series might appear to make it non-stationary. 

But these cycles are aperiodic, they are caused when the lynx population becomes too large 

for the available feed, so that they stop breeding and the population falls to low numbers, then 

 

 

                                                     
1
Mesure how far each number in the set is from the mean and thus from every number in the set  

2
 Represent the degree of similarity between the original forms and once legged one or more time period. 
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the regeneration of their food sources allows the population to grow again, and so on. In the 

long-term, the timing of these cycles is not predictable. Hence the series is stationary. 

 

 
Figure 1.8: Annual total of lynx trapped in the McKenzie River district of north-west Canada 

 

Stationarity is widely used for time series analysis, making the ability to understand, detect 

and model it necessary for the application of many prominent tools and procedures in time 

series analysis, and this is the major importance of stationary time series. When the data is no-

stationary it is important to transform it into stationary one to make it easier to analyze there is 

an example of stationary and non-stationary data (Figure1.11). 

 

 

 

Figure 1.9: Stationary and non-stationary time series 
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There is some statistical method to check stationarity such as: 

 Augmented Dickey-Fuller Test is a stationary unit root test. Unit root test is a feature 

in time series that make it non-stationary time series, in other words the presence of 

unit root means the time series is non-stationary [10]. Because of type I error rate
3
. 

The ADFT is used with caution. Hypothesis tests are as following: 

• Null hypothesis (H0): The time series data is non-stationary. 

 

• Alternate hypothesis (H1): The time series is stationary (or trend-stationary). 

 

The Augmented Dickey-Fuller Test (ADFT) is a modifiable version of the Dickey-Fuller test; 

however the (ADFT) can manipulate more complicated models. 

 Kwiatkowski Phillips Schmidt Shin (KPSS) test has the objective of checking station- 

arity all over the mean, linear trend or if it is non-stationary due to unit root. 

Hypothesis tests are as following: 

 

• Null hypothesis (H0): The data is stationary. 
 

• Alternate hypothesis (H1): The data is not stationary. 
 

The most common algorithm to transform a non-stationary data into stationary one are: 
 

 The difference the objective is to create a new series data that is one less point that the 

original data, but it is possible to difference the data more than once. The new series 

Yiis represented in terms of the old one Zi as : 

Yi = Zi- Zi−1 

 Logarithmic transformation as the name indicate the function log() is used to transform 

the data into stationary series. First of all if the values of the data are negative it must be 

transform into positive one, and this may be considered as a limit. 

 

Stationarity in time series has three famous types [11]: 
 

 Strong stationarity if the distribution of the aleatory value produced is exactly the 

same in measure of probability a long time that means the stationary is strong. 

 Weak stationarity the main characteristic of the weak stationarity is it has a constant 

mean 

                                                     
3
is the incorrect rejection of a true null hypothesis. Null hypothesis or H0 is the commonly accepted fact that 

researchers work to reject. 
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and covariance and the correlation never change over time. 

 N-th order stationarity when there is many moment invariant to time : 

 
• 1-order stationarity: constant mean, the other statistics can change like variance. 

 

• 2-order stationarity: constant variance, mean, autocovariance. 
 

• 3-order stationarity: constant skew (deviation). 
 

• 4-order stationarity: constant kurtosis. 

 
1.2.6 Time series analysis 

Time series analysis is a way to analyze a time series. Behind analyzing a specific time se- 

ries there is many objectives such as understand how this time series work, and what factors 

are affecting a certain variable(s) at different points of time [12], as a result the organizations 

understand the underlying causes of trends and why these trends occur, thus putting them in a 

position to better predict the future. There are many models to analyze a time series and these 

models include: 

 

1.2.6.1 Classification 

Classification is to identify data and assign categories to data collections for more detailed 

analysis. For classification there are many technique to perform a time series the most widely 

known is the distance-based approach, the main idea is to classify the most similar items 

together by measuring the distance between items, more the distance is smaller, more items are 

identical. There are many algorithm based on distance approach like the famous KNN, 

dynamic time warping (DTW) is also another algorithm that is used for calculate the 

remoteness between two time series. The association between DTW and 1-NN has been the 

“gold standard” for time series classification used as a comparative algorithm [13]. 

 

1.2.6.2 Curve fitting 

Curve fitting is a kind of representation of a data spread by a “best fitting” function (curve) along 

the entire range [14]. This will allow studying perfectly the relationships between variables and 

then make a better prediction in the future. When the distance between the line and the data 

point is minimum, the line is said to be the best fit. The goodness of a line is identifying by: 
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 Sum of square of errors: is the summation squared between the raw data point and 

the prediction data point. 

 R-square: it is defined how successful the fit is in explaining the variation of the 

data. The value of R-square is defined how better the fit is and it range between 0 

(the worst possible fit for a data set) and 1 (the best possible fit for a data set). This 

is a simple example (Figure 1.12). 

 

Figure 1.10: R-squared 
 

 

 

 Adjusted R-square: as the name signifies the adjusted R-square is a modified 

version of the R-square. It allows knowing how the model fit a curve or a line due to 

the increase and decrease of the R-square, if there increasingly unnecessary use of 

variables the R-square will decrease, and more necessary variables are appended to 

the model, more R-square increase [15]. The following (Figure1.13) showing an 

example about the adjusted R- square. 
 

Figure 1.11: The adjusted R-square 

 

 Root mean square error: is the standard deviation
4
 of the prediction errors, the root  

                                                     
4
 The standard deviation shows how much the data is spread out around the mean or average: 

specifically, it shows if the scores are close or are lots of scores way above (or way below) the average score. 
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mean square error or RMSE shows how concentrated the data is around the line of best 

fit [16]. RMSE is considered as the best error metric for numerical predictions. This is 

the formula of an RMSE: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑆𝑖 − 𝑂𝑖)²𝑖=1

𝑛                            

[17] where: 
 

 𝑆𝑖 predicted values of a variable. 

 

 𝑂𝑖are the observations. 

 

 n is the number of observations available for analysis. 

 
 

1.2.6.3 Segmentation 

Segmentation is to split the data into groups or clusters; as a result the complexity of the 

data is reduced. That allows conducting an analysis of the data stored database easier. 

There are many segmentation techniques in machine learning [18] such as: 

1. K-means: in K-means algorithm a number of cluster must be initialized and so the centroids 
of each cluster. Each cluster has similar examples and the similarity is measured by the 

distance between them.  

2. DBscan: is a type of density based clustering. The main difference between DBscan and K-

means is that is easier to deal with it. It is not necessary to initialize the number of clusters to 

use it, instead of that the distance between values must be calculated by a function. It is also 

famous that the results obtained by DBscan algorithm are more reasonable that K-means 

results [19].  

3. Support vector machines: in support vector machines, kernel functions are used to solve 

non-linear problems. Gaussian kernel gives a good linear separation in higher dimension; after 

finding smallest sphere that encloses the image of the data. This sphere is then mapped back 

to data space where it forms a set of contours that enclose the data points. The data points are 

then interpreted as the cluster boundaries. As the width parameter of the Gaussian kernel is 

decreased, the number of disconnected contours in data space increases, leading to an 

increasing number of clusters, and further segmentation. 

1.2.6.4 Descriptive analysis 

Descriptive analysis is one of analysis of data’s  type that gives a general conclusion about  

the data point and it’s performing further statistical analysis. In descriptive analysis there are 

methods that are useful for a single variable at a time and others for data on multiple variables. 

The methods that analyze a data with single variable are: 
 

 Measures of Frequency: the main objective is to give a percent in order to know how 

frequently a certain event or response is probable to happen. 

 Measures of Central Tendency: is defined as statistical measures that represent a single  

(1.1) 
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value of the data, the central tendency can found by mean, median and mode [20]. 

 

 Measures of Dispersion: measures of dispersion describe the propagation of score in a 

distribution [21]. Range, variance, standard deviation, skewness and IQR are examples 

of measures of dispersion that help understanding the data better [22]. 

 Measures of Position: it is about determine the position of a value and its reaction to 

other  

values [23]. 

The methods that are for multivariate are the same as bivariate analysis: 

 Contingency table: analyst calls it a “two-way-table” it is used to understand the 

relationship between categorical variables [24]. 

   Scatter plots: is a chart that makes the ability to see the relationship between variables. 

 

1.3 Time series forecasting 

Time series forecasting is based on time series analysis, because forecasting is one of the ob- 

jectives of time series analysis. Time series forecasting use past information that are composed 

of many items, those data are collected during a period of time, then a different technics and 

algorithms are used in order to give a general idea of what could happen in the future, based 

on the idea that what has happened in the past is in some way similar to what could happen   

in future. Those technics and algorithms are summed up in a concept named modeling fit on 

historical data. A model is generally represented as graph which contains the ancient values  

as input compared to time. The plot of time series forecasting like any plot of any time series 

shows the trend, seasonality and irregularity, those information are used to generally choose 

which algorithm to use for predictive modeling [25]. 

1.3.1 Models of time series forecasting 

There are three types of models that can model a time series forecasting: 

 
1.3.1.1 Statistical model 

Statistical models are based on mathematics and statistical supposition in order to create pre- 

diction from data, the most popular statistical models are: 

 Auto-Regressive Integrated Moving Average 

ARIMA is an ARMA model with a preprocessing step included in the model, this  
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preprocessing step is differencing (integrating)[26]. ARIMA also known as a well-suited  

baseline for time series, it is a model combined of two others models Auto Regressive (AR) 

and Moving Average (MA) with the additive Integrated (I). The integrated represent the 

number of transformation needed to become a stationary time series. The first application of 

auto regressive models back to 1920s and 1930s because of the work of Yule and J. Walker 

[27], auto regressive models are for forecasting variable of interest using a linear combination 

of past values of the variable. The term auto-regression indicates that it is a regression of the 

variable against itself [4]. In other hand in moving average the forecasts correspond to a linear 

combination of past forecast errors, the moving average model is always stationary contrary to 

the auto regressive model. 

ARIMA has evolved to become more appropriate with stationarity and to use external data 

in our forecast that called exogenous variables. Those new models are named SARIMA and 

SARIMAX, SARIMA model is about making the possibility to differencing data by seasonal 

frequency, or by non-seasonal differencing, SARIMAX made the model much quicker by the 

addition of seasonal effects and exogenous variables into account for preparing the actual fore- 

cast [28]. 

 Exponential smoothing 

Exponential smoothing has been around since 1950s [4], this model is widely use in fore- 

casting. However exponential smoothing is based on weights and old time series data that 

means the higher association weights are due to the past observations. Exponential smoothing 

average has many types such as single exponential smoothing average (SES), double and triples 

exponential smoothing (DES) and (TES). Single exponential smoothing or simple exponen- 

tial smoothing is suitable for forecasting data with no trend or seasonal pattern that are clearly 

observed.  

In [4], in exponential smoothing section, simple exponential smoothing subsection there is 

a clearly example of how a time series without clear trend or seasonal look like. Dou- ble 

exponential smoothing models are weighted averages trend and levels without seasonality, the 

(Figure1.14) bellow shows how the plot of a time series with DES look like, also how the 

trends and levels are noticeable the figure is from a research in industry domain sited as [29]. 

Triple exponential smoothing also called Holt Winters method for short-term predictions from 

a sample of periodic historical data. A triple exponential smoothing model subsumes single 

and double exponential smoothing by the configuration of the nature of the trend and of the 

seasonality, as well as any dampening of the trend [30]. 
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Figure 1.12: Double exponential method 

 

1.3.1.2 Machine learning models 

Machine learning or automatic learning is an AI technique that allows computers to detect 

trends in a knowledge history, to derive a prediction model for the future [31]. Machine learning 

algorithms autonomously learn to perform a task or make predictions from data and improve 

their performance over time; there are a variety of machine learning’s algorithms with different 

purpose. Regression algorithms allow understanding the relationships between data; there are 

also algorithms for classification and for making decisions. The following are few examples of 

machine learning models: 

 

 Classification and Regression Tree (CART) 

Classification and regression tree is a very important algorithm in machine learning. A 

decision tree is a technique used for prediction, it is employed to progress from observations 

about an item that is represented by branches and finally concludes at the item’s target value, 

which is represented in the leaves [32]. 

 The general structure of the decision tree is generally composed of root node, internal node 

and leaf node. First, the root node is the first node on which the data is trained. Second, the 

internal node is the point where sub-group is split to a new sub-group or leaf nodes; this is called 

a decision node as well because this is where node splits further based on the best attribute of 

the sub-group. Finally, leaf node is the final node from any internal node that holds the decision. 

(Figure 1.14) bellow shows the structure of the decision tree: 
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CART algorithm can be used for both classification and regression. Classification is for 

finding the class into which the target variable belongs, when the target variable is continuous. 

                             

                                            

 

Figure 1.13: Structure of decision tree 
 

 

Regression is used to forecast the value of a continuous variable [32]. The process is to split 

recursively from the root node which contains the data set, the root node is split in two, then 

split the subsets then sub-subsets, it finds further splitting will not give any pure sub-nodes or 

maximum number of leaves in a growing tree or termed it as a Tree pruning [33]. 

 Support Vector Regression 

Support vector machine provides better support for forecasting time series from nonlinear 

systems. SVM is a machine-learning technique based on statistics; SVM performs well in 

forecasting time series. Support Vector Regression (SVR) is a regression technique based on 

SVM [34]. The principle of support vector machine is finding a line or hyperplane that separates 

the different classes in the plot. Then it classifies the new point depending on whether it lies 

on the positive or negative side of the hyperplane depending on the classes to predict. In other 

words there is what it called decision boundary, a decision boundary can be thought of as a 

demarcation line that has two sides, positive side and negative side, which the examples are 

classified as either positive or negative. The objective is, to basically consider the points that 

are within the decision boundary line. The fit line is the hyperplane that has a maximum number 

of points [35]. The following (Figure 1.16 ) is a demonstration of this explication: 
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Figure 1.14: Demonstration of decision boundary 

 

 

 

1.3.1.3 Deep learning method 

The very famous methods in deep learning for time series forecasting are those based on Arti- 

ficial Neural Networks (ANN), for their capacity and flexibility to map non-linear relationships 

from data given their deep structure [36]. Another advantage of ANNs is that they reduce 

preprocessing effort because they can extract temporal patterns automatically without any the- 

oretical assumptions on the data distribution [37]. Based on ANN researchers have developed 

many architecture beginning with Multi-Layer Perceptron (MLP), then the more sophisticated 

methods, situated bellow: 

 Multi-Layer Perceptron (MLP) 

Multi-Layer Perceptron is a type of artificial neural network where the architecture is such 

that all the nodes, or neurons, in one layer are connected to the neurons in the next layer that 

what it called a fully connected neural network. MLP is structured on three principle block, one 

input layer, one or more hidden layers of perceptron and one input layer. The input layer simply 

distributes the input features to the first hidden layer. The first hidden layer receives as inputs 

the features distributed by the input layer. The other hidden layers receive as inputs the output 

of each perceptron from the previous layer. The output layer of perceptron, receive as inputs 

the output of each perceptron of the last hidden layer [38]. Even that Multi-Layer Perceptron is 

a very basic model it is widely chosen for studies, and the following (Table 1.1) represent the 

results of few recent studies using MLP. 
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Refs Year Technique Outperforms Application Description 

Two-layers ensemble. The 

 
[39] 2016 

Ensemble 

MLP 

 

 

 
Parallelized 

Statistical 
NN3 and

 

methods 
NN5 com-

 

petitions 

Linear 

Regression, 

first layer finds an 

appropriate lag, and the 

second layer employs the 

obtained lag for forecasting. 

 

Split the problem into several 

forecasting sub problems to 
[40] 2018 

MLPs 

 

 
 

MLP/MLP

- 

Gradient-Boosted 
Trees, Random 

Forest 

Electricity 
demand 

predict many samples 

simulate 

 
The results demonstrated that 

the hybrid MLP-WOA model 

[41] 2020 WOA/MLP- 

GA 

Comparison  predicting 

wind speed 

had superior capabilities in 

increasing the accuracy of 

standalone MLP models. 
 

 

Table 1.3: Results of some studies with MLP 

 

 Convolutional network 

Convolutional neural network CNN are developed in1980 [42]. CNNs have solved many 

classification tasks such as object recognition, speech recognition and natural language pro- 

cessing [37]. The layers of a CNN consist of an input layer, an output layer, and a hidden 

layer which includes several convolutional layers, grouping layers, fully connected layers, and 

normalization layers. Removing limitations and increasing efficiency for image processing re- 

sults in a much more efficient, easier to train, and specialized system for image processing and 

natural language processing. 

 Echo state network (ESN) 

Echo state network are a kind of recurrent neural network (RNN). Recurrent neural network 

will be explained with details in chapter two. ESN are based on Reservoir Computing (RC), 

which simplifies the training procedure of traditional RNNs. Reservoir Computing’s input sig- 

nal is connected to a non-trainable and random dynamical system (the reservoir), thus creating a 

higher dimension representation (embedding). This embedding is then connected to the desired 

output via trainable units [43]. (Figure 1.17) is a modelization of the ESN architecture. Echo 

state network is a very powerful neural network for time series forecasting comparing to MLP 

and statistical methods when modeling chaotic time series data and many studies improve that 

[37]. 
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Figure 1.15: Architecture of ESN 
 

 Gated recurrent units network 

Gated recurrent units network (GRU) is another kind of RNNs, it was introduced by Kyunghyun 

Cho et al in 2014.  GRU is a simplification of the LSTMs which will be explained in chapter  

two. The majority distinction is that GRU is composed of two gates that are reset and update 

while LSTM has three gates that are input, output and forget gate. GRU is less complex than 

LSTM because it has less number of gates, so it is faster in training [44]. 

1.3.2 Taxonomy of time series forecasting problems 

When there is a time series forecasting problem, the perfect choice is to take the time necessary 

to solve it, because every decision have an impact on the results.  The following framework is 

proposed by [45] which is very useful for finding the type of time series data problem and 

even help choosing an algorithm for solving the problem. The framework is about finding the 

answers of the following question: 

 

1.3.2.1 What are the inputs and outputs for a forecast? 

The input data is not the data used to train the model. It is the data used to make one forecast, 

for example the last seven days of sales data to forecast the next one day of sales data. When the 

expected result is forecasting, generally the input data is a collection of past observations so the 

inputs will be the historical data provided to the model in order to make a single forecast, and 

the outputs are prediction or forecast for a future time step beyond the data provided as input. 
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1.3.2.2 What are the endogenous and exogenous variables? 

The main goal of this question is to identify easily overlooked exogenous data or even 

engineered features that may improve the model. The endogenous variables are input 

variables that are influenced by other variables in the system and on which the output variable 

depends. Exogenous variables are input variables that are not influenced by other variables in 

the system and on which the output variable depends. Some of the exogenous variables 

characteristic is that are fixed when they enter the model, they influence endogenous variables 

in the model and they are not determined or explained by the model. Endogenous variables 

can be explained easily with an example like in agriculture; the amount of crop yields is 

endogenous because it is dependent on many other variables, such as the weather, soil fertility, 

water availability, pests, and diseases. 

1.3.2.1 Are the time series variables unstructured or structured? 

When the time series data is represented in a plot, we can identify if the time series variables 

have a pattern or not. After taking a look to the plot, if there is no obvious systematic time- 

dependent pattern the data is considered unstructured, but if there is systematic time-dependent 

patterns that is structured data. In other word a time series that is a time series may have obvious 

patterns, such as a trend or seasonal cycles is considered as structured, if not it is unstructured 

data. 

 

1.3.2.2  Is it a regression or classification predictive modeling problem?  

What are some alternate ways to frame the time series forecasting problem? 

A time series forecasting problem that composed of one or more future countable values is     

a regression type predictive modeling problem. Regression predictive modeling problems are 

those where a quantity is predicted. A quantity is a countable value; for example a price, a count, 

a volume, and so on. Classification predictive modeling problems are those where a category is 

predicted. A category is a label from a small well-defined set of labels; for example hot, cold, 

up, down, and buy, sell are categories. A time series forecasting problem in which classify input 

time series data is the goal that it is a classification type predictive modeling problem. 

Some problems, like predicting an ordinal value, can be framed as either classification or 

regression. There is such flexibility between classification and regression, a classification prob- 

lem can be a regression problem and a regression problem can also be a classification problem. 

It is possible to simplify a time series forecasting problem with a reframing. 
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1.3.2.3 Is the problem a univariate or multivariate time series ? 

A univariate and multivariate time series data is well defined previously. However the inputs and 

outputs may be not symmetrical. For example, the data can have multiple variables as input to 

the model and only be interested in predicting one of the variables as output. In this case, there 

is an assumption in the model that the multiple input variables aid and are required in predicting 

the single output variable. To sum up in a time series problem it can happen that what is needed 

as input is a univariate and a multivariate output or multivariate input and univariate output. 

 

1.3.2.4 Does the problem require a single-step or a multi-step 

                 forecast? 

A forecast problem that requires a prediction of the next time step, is called a one-step forecast 

model, and a forecast problem that requires a prediction of more than one time step is called   

a multi-step forecast model for example considering an observed temperature data over the 

last 7 days, if predicting the day 8 is request, that means it is a one or single-step forecasting. 

Whereas if the prediction of two or next five days is requested, that means that it is a multi-step 

forecasting. 

 

1.3.2.1 Does the problem require a static or a dynamically updated  

                               model? 

There are two cases when developing a model. The first is that the model can be use repeatedly 

to make predictions. Given that the model is not updated or changed between forecasts, and this 

is what it called a statically model. The second one is that the data may receive new observations 

prior to making a subsequent forecast that could be used to create a new model or update the 

existing model, and simply that is called dynamic updated model. In other words a static model 

is a forecast model is fit once and used to make predictions, and dynamic model is a forecast 

model is fit on newly available data prior to each prediction. 

 

1.3.2.2 Are the observations contiguous or discontiguous? 

A time series contiguous is composed of observations that are made uniform over time. Many 

time series problems have contiguous observations, such as one observation each hour, day, 

month or year. Discontiguous time series is composed of observations that are not uniform over 

time. The lack of uniformity of the observations may be caused by missing or corrupt values. 

Answering this question gives an idea of the fundamental difficulty of the forecasting prob- 

lem, thus make the ability to try to solve this problem with more awareness about the state of 

difficulty of the forecasting problem
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1.3.3 Some real world use cases of time series forecasting 

1.3.3.1 Veritas 

Vertias is a plateform that uses artificial intelligence (AI) and machine learning (ML) to deliver 

services. This company is operating in fifty eight countries, with more than eighty thousand 

business and enterprise customers located all around the world. Veritas needed to automate 

storage forecasting in its SaaS platform. 

Previously, Veritas measured problems through their auto-support capabilities. They had 

years of Veritas AutoSupport information and hundreds of millions of telemetry data points 

from more than ten thousand Veritas appliances. But they didn’t have any analytics for fore- 

casting to enable preventing problems from happening. 

A huge time series data is collected from Veritas ’ Auto Support capabilities, and so that 

permit to make forecasting for a multitude of use cases from application performance optimiza- 

tion to workload anomaly detection. Yet the challenge was to automate a historically manual 

process handcrafted for the analysis of a single data series of just tens of data points to large- 

scale processing of thousands of time series and millions of data points. For the full use case 

study see [46]. 

 

1.3.3.2 Playtech 

Playtech is a company that is a gaming software company founded in 1999. Playtech deliver 

many online games and it is listed on the London Stock Exchange and is a constituent of the 

FTSE 250 Index
5
. Playtech has five thousand employees, offices in seventeen countries, one 

hundred forty global licensees, and operates in twenty regulated jurisdictions. 

Playtech needed to build a predictive monitoring and alerting system on time series data, for 

early detection of outages and security breaches. Their existing Hewlett Packard Service Health 

Analyzer solution was not delivering accurate and early predictions. Their existing Hewlett 

Packard Service Health Analyzer solution was not delivering accurate and early predictions. 

They wanted a monitoring and anomaly detection solution designed for distributed systems. 

Monitoring distributed systems, as they found by analyzing successful and not-so-successful 

monitoring projects, is not a trivial task. It involves non-obvious obstacles and picking the right 

solution for various monitoring tasks. 

Playtech decided to build yet Another Alert System using InfluxDB, Alerta, and Grafana. 

For the full case study see [47]. 

                                                     
5
 The FTSE 250 is a stock market index calculated by the FTSE Group. Complementing the main FTSE 100 

index, it is made up of the 250 British companies whose capitalization is between 101
e
 and 350

e
 place. 
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1.4 Conclusion 

This chapter gives a fully introduction about time series. It begin with a simple definition of time 

series then go deeply in details, after that it shows the importance of a time series analysis and 

how time series forecasting is based on time series analysis. In time series forecasting section 

there are the important things to consider like the models that deal win time series forecasting 

and how to understand then solve the time series forecasting problem. Finally, a few real world 

examples that use time series data to solve their problems are presented. The next chapter will 

be about recurrent neural networks and LSTM. 
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Chapter 2 

 

Long Short-Term Memory (LSTM) 

 
2.1 Introduction 

Neural networks are inspired by how the neuron works in human brain. In 1943, Walter Pitts  

a mathematician, and Warren McCulloch, a neurophysiologist, and Donald Hebb, a Canadian 

psychologist, published a paper suggesting neural networks as a way to imitate human brains 

[48]. In 1969, the Perceptrons book was published by Minsky and Papert, this book shows the 

limitations of a single layer neural network, which were the type of artificial neural networks 

being used at that time. In 1986, the Parallel Distributed Processing texts was published, which 

contain the backpropagation learning algorithm, which enabled multiple layers of perceptrons 

to be trained, and thus introduced the hidden layer(s) to artificial neural networks, and was the 

birth of MLPs (multiple layered perceptrons) that was introduced in chapter one. Since then, 

many research and development efforts in artificial neural networks took place [49]. 

 
2.2 Neural Network 

A neural network is made up of vertically stacked components called Layers; those layers are 

composed of small individual units called neurons. As explained before a neuron network is an 

imitation of biological neurons that receive signal from other neurons, make some processing, 

and produces an output [50]. Neural networks are composed of three layers: input layer, output 

layer and a hidden layer
6
. Neural networks are basically working like follows: when a neuron 

receives signals as inputs from the preceding layers of the model, it adds up those signals and 

multiplied it by the corresponding weights and passes them on to an activation function [51]. 

 

 

 

                                                     
6
 The input layer is the first layers in the neural network, the output layer is the last layer and the hidden 

layer is all the layers between them [48]. 
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Weights in Neuron network represent the connection between two neurons and decide how 

much influence the input will have on the output, if the weights are near to zero that means that 

changing input values don’t change the output, if the weights are negative that means increas- 

ing this input will decrease the output [52]. Activation function decide which neuron will be 

relevented in the process of prediction [53], without an activation function the neural network 

is just a simple linear regression model, a non-linear activation function make transformations 

to the input making it capable to learn and perform more complex tasks [54], in the following 

more details about that will be presented. 

 
2.3 Training neural network 

Deep learning is a part of machine learning, however the word learning in machine worlds 

means mapping inputs to target. It is known that machine learning have a simple structure such 

as a decision tree that is mentioned in chapter one, further more deep learning is based on more 

complex structure that is artificial neural networks. Now, the very first neuron network the 

perceptron have only one input, one output and one hidden layer, but after that if the neuron 

have more than three hidden layers is qualified as deep neuron network. Deep neuron network’s 

models has a lots of hidden layers and a very complicated architecture in order to making sense 

and extract knowledge from complicated data. When training a deep neural network, each layer 

trains from the features outputs of the previous layer and more going deeply in the network the 

more neurons identify better the features since they aggregate and recombine features from the 

previous layer, that why deep learning networks are able to handle very large data sets [55]. 

Like sited before weights are very essential to know the importance of the inputs.  First,    

a neural network is trained on the training set, it is initialized with a set of weights. These 

weights are then optimized during the training period, when talking about optimizing weights 

in a network, it is really about adjusting the weights on synapses, and synapses are like roads in 

a neural network, they connect inputs to neurons, neurons to neurons, and neurons to outputs. 

After that, those weights are transmitted between neurons, the weights are applied to the inputs 

along with an additional value “the bias”. The bias is simply a constant which controls when 

to activate the activation function, adding the bias, reduces the variance and hence introduce 

flexibility and better generalization to the network [56]. 

In neural network, there is a need to know how the prediction of the model, deviate from the 

actual prediction and this is what the loss function do. The loss function is used in both back- 

propagation and gradient descent in order to optimize the model, this will be more explained 

next. 
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To resume, the process of training is : 

 

1. Multiply the data to weights and add bias 

 

2. Pass the result to a non- linear activation function which calculate a specific output, gen- 

erally is between 0 and 1. 

3. The output produced with the activation function is then compared with expected output, 

with the cost function. 

4. After receiving information about how far the produced output from the expected one, the 

backpropagation process is applied in order to adjust weight and bias 

5. Repeat the process with the updated weights and biases until the produced output is rea- 

sonably close to the expected output. 

With deep learning, the intervention of human is less than in machine learning methods, deep 

learning however needs more data point in order to provide high level results. This characteristic 

allows neural networks generate the unstructured data with more performance and can with 

some technique the data can be adapted to changes, and that what is known as adaptation in 

neural network. There is three strategies used for adaptation [57]: 

 Structural adaptation: the goal is to find the optimal network architecture, for example a 

robot that is not able to classify obstacles in the path. That robot will constantly keep on 

colliding with obstacles while moving around an environment. And, that’s where adaptive 

neural networks who can adapt to structure comes into handy. They can help robots in 

the real-time classification of obstacles and prevent collisions from them. 

 Functional adaptation: this adaptation is for adapting the activation function to reduce 

errors of outputs,  it keeps on adapting and changing the slope of activation functions  

of learning models until it reaches the optimal slope, the most known algorithm is the 

gradient descent. 

 Parameter adaptation: parameter adaptation is adapting to changing input data functions, 

like weights and biases while training. Neural networks can get knowledge from new 

weight inputs without losing knowledge gained from previous inputs with minimum loss 

in accuracy. The most known parameter adaptation algorithm is the backpropagation. 
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2.3.1  Backpropagation and gradient descent 

2.3.1.1 Definition 

The gradient descent is a method used to minimize the cost function. It is process that occurs 

in the backpropagation phase where the goal is to continuously resample the gradient of the 

model’s parameter in the opposite direction based on the weight, updating consistently until we 

reach the global minimum [58], when said the opposite direction that means the opposite of a 

normal feed-forward direction which is from the input to output like shows the (Figure 2.1). 

In other word, the backpropagation and gradient descent are two different methods that form a 

powerful combination in the learning process of neural networks. 

 

Figure 2.1: Backpropagation 

 
Note that the gradient is the derivative of the Error with respect to the weight, in order to op- timize 
weight to minimize error, because moving the weights more towards the positive x-axis, involve 

optimizing the loss function and achieve minimum value, the mathematical representation is : 

Gradient = 
𝑑𝐸

𝑑𝑊
                          (2.1) 

Where E is the error and w is the weight.   

Now the negative of the Gradient shows the directions along which the weights should be 

moved in order to optimize the loss function. However, if the loss increases with an increase in 

weight so Gradient will be positive that where is the point B showing in the (Figure 2.2), and if 

the loss decreases with an increase in weight so gradient will be negative, that where is the point 

A. So according to that from A we need to go move towards positive x-axis and the gradient is 

negative.  From point B, we need to move towards negative x-axis but the gradient is positive.  
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The gradient descent use the learning rate or what is known as step size or the Alpha, and that is 

the size of the steps that are taken to reach the minimum, after knowing which direction to take 

it is important to know how much moving the weights, with taking steps carefully, if the steps 

are too large it would overstep the optimal value (the optimal value can be zero or very close to 

zero). If it is very low it takes tiny steps and takes a lot of steps to optimize [59]. Step distance 

and the update weight formula are: 

  

                                                             𝑑𝑥 = 𝑎𝑙𝑝ℎ𝑎 ∗ |
𝑑𝐸

𝑑𝑊
|                         (2.2) 

 
 

                                                             Ŵ= w- 𝑎𝑙𝑝ℎ𝑎 ∗ |
𝑑𝐸

𝑑𝑊
|                       (2.3) 

 
 

 

 

 

Figure 2.2: Gradient descent 

 
 

2.3.1.2 Challenges with backpropagation and gradient descent 

The gradient descent has some challenges that include [60]: 

 Local minima and saddle points 

When the slope of the cost function is at or close to zero, the model stops learning. A few 

scenarios beyond the global minimum can also yield this slope, which are local minima and 

saddle points. Local minima mimic the shape of a global minimum, where the slope of the cost 

function increases on either side of the current point. However, with saddle points, the negative 

gradient only exists on one side of the point, reaching a local maximum on one side and a local 

minimum on the other. Its name inspired by that of a horse’s saddle (see Figure 2.3). 

 Vanishing and Exploding Gradients 

Where dx is the distance and alpha is the learning  rate. 

Where Ŵ is the updated weight. 
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    The vanishing and exploding gradient descent are two problems that occur in recurrent neu- 

ral network. Vanishing gradient occurs when the gradient is too small. As we move 

backwardsduring backpropagation, the gradient continues to become smaller, causing the 

earlier layers in the network to learn more slowly than later layers. When this happens, the 

weight parame- ters update until they become insignificant. Exploding gradient is the opposite 

of the vanishing gradient, this happens when the gradient is too large, creating an unstable 

model. In this case, the model weights will grow too large. this will be explained in Problems 

of recurrent neural network section. 

                                     

Figure 2.3: Local minima and saddle points 

 
2.3.2  Activation function 

The activation function is very important part of artificial neuron networks. As the name signify 

the activation function decide which neuron will be activated to the next layer, in other word it 

convert input signal into output signal. An artificial neuron network without activation function 

has limits since the output signal will simply be a linear function. A linear function is easy to 

solve but they are limited in their complexity and have less power to learn complex functional 

mappings from data. Without activation function the model can’t learn and model other sophis- 

ticated data like images, videos and audio. That why as sited before it is important to use the 

non-linear activation function which have a degree more than one and they have a curvature, 

thus perform more complex tasks [61] [54]. 

The most popular non-linear functions are: 

 
2.3.2.1 Sigmoid function 

Sigmoid function also named logistic function, it takes any value as input but outputs are in the 

range of 0 to 1. If the inputs are small (more negative) the output will be near 0. The large input 

(positive ones), the more output are near to 1. The sigmoid/logistic activation function is used 
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widely in probability tasks, due to its range because as we know the probability is between 0 

and 1, and this is the major reason for choosing the sigmoid function in such tasks. 

The graph of sigmoid function is like shows the (Figure 2.4). This function can be repre- 

sented mathematically as: 

                               𝑓(𝑥) =
1

1+𝑒−𝑥                                                                            (2.4) 

However, the logistic function has some limitations such as vanishing gradient due to its 

small derivative [62]. 

 
2.3.2.2 Tangent function 

The Tangent activation function also named Tangent hyperbolic function is similar to the sig- 

moid function; the only distinction is that the range of Tangent function is from -1 to 1 as shows 

the (Figure 2.4). Tangent activation function makes the ability to map the output value like 

strongly negative, positive or neutral. Like the sigmoid function the tangent function also have 

the vanishing gradient problem. It can be represented mathematically [54] like : 

                               𝑓(𝑥) =
2

(1+𝑒−2𝑥)
− 1                                                                    (2.5) 

        Figure 2.4: Sigmoid and Tangent activation function 
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2.3.2.3 Rectifier function ’ReLU’ 

The Rectified Linear Unit return 0 if it receives any negative input, and returns any positive 

value back. According to [63]this activation function is better than the sigmoid and the tan- 

gent activation functions, in other words the ReLU learn much faster then sigmoid and tangent 

function because it involves simpler mathematical operations [54], it doesn’t have the vanishing 

gradient problem, but the exploding gradient, also there is dying ReLU problem and this occur 

when it’s stuck in the negative side and always outputs 0, like represented (in the left side) in 

(Figure 2.5) . The equation of ReLU activation function is : 

f (x) = max(0, x) (2.6) 

. 

As a result of the dying ReLU, the network ends up with large useless inputs.  This is why 

the leaky ReLU is a solution of the dying ReLU, the leak helps to increase the range of the 

ReLU function. Usually, the value of a is 0.01 or so. (Figure 2.5) also shows leaky ReLU (in 

the right side). 

 

 

Figure 2.5: ReLU and leaky ReLU 

 

 

2.3.3  Loss function 

As mentioned before, decreasing the errors is very important when training a neuron network. 

There is some loss function mostly used : 

• Mean Squared Error loss function 
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Mean squared error (MSE) also known as mean squared deviation (MSD) is the best choice 

when dealing with a regression problem. Finding the best line fit is when the mean squared 

error is smaller, when is equal to zero that means the model have no errors. 

Mean squared error is represented mathematically: 

                                                      𝑀𝑆𝐸 =
∑(𝑦𝑖−ŷ)²

𝑁
                                                         (2.7) 

 

 

Where: 

yi is the i
th

 observed value. 

ŷi is the corresponding predicted value. 

N is the number of observations. 

The MSE is great for ensuring that our trained model has no outlier predictions with huge 

errors, since the MSE puts larger weight on these errors due to the squaring part of the function. 

• Mean Absolute Error (MAE) 

 

The Mean Absolute Error (MAE) is only slightly different in definition from the MSE, instead 

of take the difference between your model’s predictions and the ground truth, square it, and 

average it out across the whole dataset like the MSE, the MAE take the difference between 

your model’s predictions and the ground truth, apply the absolute value to that difference, and 

average it out across the whole dataset. 

The MAE is formally defined by the following equation: 
 

                                                         

𝑀𝐴𝐸 =
∑ |𝑦𝑖−ŷ𝑖|

𝑁
          

 
Where: 

yi   is the i
th

 observed value. 

 
(2.8) 

                                               

ŷi is the corresponding predicted value. 

N is the number of observations. 

The beauty of the MAE is that due to taking the absolute value, all of the errors will be 

weighted on the same linear scale. Thus, unlike the MSE, the weights won’t be putting too 

much on the outliers and the loss function provides a generic and even measure of how well the 

model is performing. 

• ADAM 

 

Adaptive Moment Estimation is an algorithm for optimization technique for gradient descent. 

The method is really efficient when working with large problem involving a lot of data . It 
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requires less memory and is efficient. Intuitively, it is a combination of the ‘gradient descent 

with momentum’ algorithm and the ‘RMSP’ algorithm.   The momentum algorithm is used   

to accelerate the gradient descent algorithm by taking into consideration the ‘exponentially 

weighted average’ of the gradients. Root mean square prop or RMSprop is an adaptive learning 

algorithm that takes ‘exponential moving average’ instead of taking the cumulative sum of 

squared gradients. 

 
2.4 Recurrent neural networks (RNN) 

The concept of Recurrent neural networks was brought up in 1986 [64]. It is the famous gender 

of neural networks, the following is an overview about this neurons. 

 
2.4.1  Definition 

Recurrent neural networks is a variant of artificial neural networks, designed for time dependent 

data. RNN has a recurrent hidden state whose activation at each time is dependent on that of 

the previous time, that why RNNs can handle time series [65]. RNN also can be used for 

forecasting, due to the network that sees one observation at a time and can learn information 

about the previous observations and how relevant the observation is to forecasting [37]. RNNs 

are used in many application for forecasting, such as forecasting cloud datascenter [66], stock 

market forecasting [67], speech recognition [68], sequence study of the DNA [69], human action 

recognition [70]. Also recently with the past virus wave (COVID19), RNNs has been used to 

achieve many purposes like prediction [71], detection system [72] and analyze positive cases 

[73]. 

 
2.4.2  Architecture 

In all neural networks the inputs and outputs are independent of one another [74]. But in some 

cases there are a need to remember the previous state like in the Natural Language Processing 

(NLP) for example in content categorization which is a linguistic-based document summary, 

including search and indexing, content alerts and duplication detection, the prior state must 

remembered in order to make the ability to detect duplications[75]. Therefore RNN has been 

developed to solve this problem, with a layer call hidden layer, this hidden state remember 

specific information about a sequence [74]. RNNs present the idea of recurrent connections, in 

other words it reconnects the output of a neuron in the hidden layer as a feed stream to the same 
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hidden layer neuron [76]. The structure of a vanilla RNN
7
has a circular shape as shows the 

following (Figure2.6) [77]: 

 

Figure 2.6: Architecture of vanilla RNN 

 

Going deeply this (Figure2.7) is the architecture of RNN in which, the a
<t>

represent the 
activation, y

<t>
 represent the output and x

<t>
 is the input at each time step. 

 

 
Figure 2.7: Architecture of RNNs 

 

The RNNs really work as following, first the input layer x receives and processes the neural 

network’s input, then it passing it on to the middle layer. Many hidden layers can be found in 

the middle layer h (the blue cell), each with its own activation functions, weights, and biases, 

those parameters are standardized by RNN in order to make sure that each hidden layer have 

the same characteristics. RNN also create only one hidden layer and loop over it as many times 

                                                     
7
 the state consists of a single hidden vector, [77] 
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as necessary, instead of constructing numerous hidden layers [74]. The activation a
<t>

 and the 
output y

<t>
 are expressed as following [74]: 

a
<t>

 = g1 (  Waaa
<t−1>

 + Wax.x
<t>

 + ba)
 (2.9)

 

y
<t>

 = g2  (Wyaa
<t>

 + by) (2.10) 

In which: Waa, Wax, Wya are coefficients that are shared temporally, and g1, g2 are activation 

function. The following (Figure2.8) shows how all this parameters ordered in RNN cell: 
 

 
Figure 2.8: RNN cell 

 

 

2.4.3  Types of RNN 

Recurrent neuron network has four types: 

 

 One-to-One: is the very basic one which has one input and one output, It has fixed input 

and output sizes and acts as a traditional neural network (see Figure 2.9). The One-to-

One application can be found in Image Classification. 
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Figure 2.9: One to one 

 

 
 One-to-Many: is a type of RNN that gives multiple outputs when given a single input.  

It takes a fixed input size and gives a sequence of data outputs (see Figure 2.10). The 

One-to-Many application can be found in image captioning, text generation. 

 

 

Figure 2.10: One-to-Many 

 

 
 Many-to-One: this one is about giving a multiple inputs in order to have just one output 

(see Figure 2.11). Sentiment analysis is a good example of this kind of network where 

a given sentence can be classified as expressing positive or negative sentiments. 
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Figure 2.11: Many-to-One 

 

 
 Many-to-Many: this time gives multiple inputs to get multiple outputs (see Figure 2.12), 

like in machine translation. 

 

 

Figure 2.12: Many-to-Many 

 

 
2.4.4  Problems of recurrent neural networks 

In the training process, RNN use the backpropagation to update weights in order to correct  

the errors, and since the RNN deals with sequential data and every time we go back it’s like 

going back in time towards the past, the process of backpropagation in neural network is called 

Backpropagation Through Time (BPTT). Now going deeply to understand how the (BPTT) 
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works the following (Figure 2.13 ) represent the (BPTT) process with 4 layers. If the (BPTT) 

begin at time t=3, then the derivative of E3 with respect to that of S3 is considered, x3 is also 

connected to S3. So, its derivative is also considered.  Now S3 is connected to S2 so S3 is 

depending on the value from S2 and here derivative of S3 with respect to S2 is also considered. 

This acts as a chain rule and we accumulate all the dependency with their derivatives and use it 

for error calculation. 
 

 

Figure 2.13: Backpropagation Through Time 

 

The equation of gradient in E3 is from S3 , also S2 is associated with S3 and S1 is associated 

with S2, so all S1, S2, S3are having impact on E3. Accumulating everything gives the following 

equation: 

𝑑𝐸3

𝑑𝑊𝑠
=

𝑑𝐸3

𝑑𝑦3

𝑑𝑦3

𝑑𝑆3

𝑑𝑆3

𝑑𝑊𝑠
+

𝑑𝐸3

𝑑𝑦3

𝑑𝑦3

𝑑𝑆3

𝑑𝑆3

𝑑𝑆2

𝑑𝑆2

𝑑𝑊𝑠
+

𝑑𝐸3

𝑑𝑦3

𝑑𝑦3

𝑑𝑆3

𝑑𝑆3

𝑑𝑆2

𝑑𝑆2

𝑑𝑆1

𝑑𝑆1

𝑑𝑊𝑠
  (2.11)

 
This is the general equation for adjusting weights in (BPTT): 

𝑑𝐸𝑁

𝑑𝑊𝑥
=

𝑑𝐸𝑁

𝑑𝑦𝑁

𝑑𝑦𝑁

𝑑𝑆𝑖

𝑑𝑆𝑖

𝑑𝑊𝑥
                                                                                                            (2.12)  

Note that the y represents the estimated output. 

Until now, this is how the Backpropagation Trough Time works, this example was just about 

four layers but in training process there is much more layers could even be hundreds or more, 

so the time of training can take t=100 or more, when calculate in such large range it ends up 
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with very small value such that it may end up being useless to correct the error. And this is the 

vanishing gradient problem. 

In the other hand, the gradient value becomes very big and this often occurs when we ini- 

tialize larger weights, If the model suffered from this issue it cannot update the weights at all. 

And this is the exploding gradient problem [78]. 

 
2.4.5  Elman recurrent neural networks ERNN 

Elman recurrent network is a kind of recurrent neural network proposed by Elman in 1991[79]. 

ERNN is used for time series prediction [80]. This neural network is composed of four layers: 

the input layer,  the output layer,  the context layer and the hidden layer.   An Elman RNN is   

a network which in principle is set up as a regular feedforward network, this means that all 

neurons in one layer are connected with all neurons in the next layer, not like other RNNs this 

ERNN has an additional layer called the context layer. The output of the hidden layer are input 

of the context layer, which store output hidden layer values of the previous time, in other words 

the output of each hidden neuron from the hidden neuron layer is copied into a specific neuron 

in the context layer, an extra input signal for all the neurons in the hidden layer came from the 

value of the context neuron. Therefore, the Elman network has an explicit memory of one time 

lag as show the (Figure2.14) [81] [82]. 

Elman recurrent neural network also has two problems: exploding and vanishing gradient 

problems. 

                      

 

Figure 2.14: Structure of Elman RNN 
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2.5 Long-Short Term Memory networks (LSTM) 

Long-Short Term Memory first appearance was in 1997, two man Sepp Hochreiter and Juergen 

Schmidhuber published a paper about long-short term memory [83] and since then it been used 

in many field. 

 
2.5.1  Definition 

Long-Short Term Memory neural network was developed as a solution to solve the problems of 

Elman RNN [84], which are vanishing and exploding gradient. LSTM is explicitly a subfield 

of RNN architecture, which is more stable and efficient in dealing with both long-term, as well 

as short-term dependency problems. It is very useful when the gap between the past and the 

required future values are substantial [85]. LSTM has feedback connections so that it’s useful 

for different handle types of time series data [86]. In addition, the LSTM is used in healthcare 

domain for example: to control robot for heart surgery to tie knots[87], also to predict behaviors 

like predicting airport passenger behavior [88], even in music; the LSTM can learn to reproduce 

a musical chord structure [89]. 

In order to understand more the capabilities of the LSTM against the other RNN extension, 

the following example may be helpful [90]: 

Let’s say we have a network generating text based on some input given to us. At the start 

of the text, it is mentioned that the author has a “dog named Cliff”. After a few other sentences 

where there is no mention of a pet or dog, the author brings up his pet again, and the model has 

to generate the next word to "However, Cliff, my pet ".  As the word pet appeared right  

before the blank, a RNN can deduce that the next word will likely be an animal that can be 

kept as a pet. Due to the short memory the RNN will be able to just remember a few sentences 

right before "However, Cliff, my pet  ", which are useless, and the sentence “dog named  

Cliff” has already lost. However, due to the long-memory of the LSTM, can retain the earlier 

information that the author has a pet dog, and this will aid the model in choosing "the dog" in 

blank of "However, Cliff, my pet ". We can illustrate this situation in (Figure 2.15). 
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Figure 2.15: LSTM vs RNN 

 

2.5.2  Inner working and architecture of the LSTM 

While the RNN use a simple activation function (generally the tanh), the LSTM cell has more 

sophisticated mechanism under the cell. The output from the LSTM cell depends on three 

things: 

 The current long-term memory of the network, known as the cell state. 

 

 The output at the previous point in time (short term memory), known as the previous 

hidden state. 

 The input data at the current time step. 
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Furthermore, LSTM use gates to decide which information can be kept or discarded, a cell 

contain three gates which are: the input gate, forget gate and output gate. The inner working 

will be explained by steps given in each step the architecture that corresponds: 

 
2.5.2.1 Step one 

First step is for the forget gate, that chooses whether the information coming from the long-term 

memory is to be remembered or is irrelevant and can be forgotten. The forget gate decide if the 

information is important or not by using the sigmoid activation function in which the short term 

memory (the previous hidden state) and the new inputs are passed through it, given a result 

between 0 and 1, if the result is 0 or near to it the information must be forgotten and if it is 1 or 

closer than the information must be kept. In other word, the parts of inputs which are forgotten 

have less weight (see Figure ). 

 
Equation that represent this process: 
 

𝑓 = (𝐻𝑡−1 ∗ 𝑊𝑓𝑜𝑟𝑔𝑒𝑡 + 𝑋𝑡 ∗ 𝑊𝑓𝑜𝑟𝑔𝑒𝑡 + 𝑏𝑖𝑎𝑠𝑓𝑜𝑟𝑔𝑒𝑡)                                           (2.13) 

 
 
 

 
 
 

Figure 2.16: Forget gate architecture 
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2.5.2.2 Step two 

Second step is for the input gate in which it decides what new information will be stored in the 

long-term memory. When the input gate receives outputs from the previous hidden state and the 

new input data, the process begin. It divides into two layers, the first layer is about the filtering 

operation in which, the information can be selected to pass or to discard.  The outputs from  

the hidden state and the new data are passed throw a sigmoid function who return the value in 

rang 0 to 1, in order to make it easy to select which information will be useful, if it 0 or near 

to it, the information is unimportant, if it is 1 or closely to 1 this mean that the information is 

important and must be remembered. The output from the first layer passes to the second layer 

which applies the tangent function in order to regulate the network. 

 

 Equation of the first layer: 

i1 = sigmoid(Ht−1 *Wh + Xt *Wx + bias) (2.14) 

Where: 

 Ht−1represents the hidden state (short-term memory). 

 Wh represents the weight associated with the hidden state. 
 

 Xt represents the input in the current time t. 

 Wx represents the weight associated with the input. 

 

 i1 is the output like shows the (Figure 2.17). 

 

 Equation of the second layer: 
 

 
 

                                     i2 = tangent(Ht−1 ∗Wh + Xt ∗Wx + bias)                                                            (2.15) 

 

 

The operands of the second equation are similar to the first one, since the tangent function 

take the the short term memory and current input as well. After that the two result of this 

equation from the two layers are multiplied then pass into the step 2. 

                                           iinput = i1 ∗ i2                                                                        (2.16)



CHAPTER  II : Long Short Term Memory (LSTM) 
 

47 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.17: Input gate architecture 

 

After that the result will be made up of 0s and 1s and will be multiplied with the long-term 

memory to choose which parts of the long-term memory to retain, and then produce the new 

version of the long term memory. In other word, after the two steps there is enough information 

to calculate the cell state, (see Figure 2.18). 

 Equation that represent this process: 

Ct = Ct−1 *   f + iinput (2.17) 

Where the Ct−1is the long term memory. 



CHAPTER  II : Long Short Term Memory (LSTM) 
 

48 

 

 

 

 

 

 

 
 

Figure 2.18: New cell state 

 
 

2.5.2.3 Step three 

After updating the long term memory it is time to decide what the next hidden state should be, 

and that what output gates do. The output gates produce the short-term memory which will be 

passed on to the cell in the next time step, it takes the current input, the previous short-term 

memory, and the newly computed long-term memory as parameters. First, the previous hidden 

state and the current input are passed into a sigmoid function. Then the newly modified cell 

state is passed to the tanh function. Finally, tanh output will be multiplied to the sigmoid output 

to decide what information the hidden state should carry. The output of the current time step 

can also be drawn from this hidden state, (see Figure 2.19). 

 Equation that represent this process: 

O1 = sigmoid(Ht−1 *Wout put1 + Xt *Wout put1 + biasout put1)                   (2.18)  

O2 = tangente(Ct *Wout put2 + biasout put2)  (2.19)  

Ht , Ot = O1 *O2                  (2.20) 
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Figure 2.19: Output gate 

 

 

2.6 Conclusion 

This chapter was about Neural Networks. It starts with an introduction about the beginning of 

neural network, then a simple definition with an explication of how the neural network imitate 

the human brain working in section training neural network. The Recurrent Neural Networks is 

known as the most powerful extension of Artificial neural networks, in this chapter everything 

about RNN from the definition to the architecture and types is presented, also a subsection 

about Elman recurrent network which is an extension of RNN and its problems solved by the 

Long-Short-Term Memory. Finally, this chapter gives a gentle introduction about the LSTM. In 

the next chapter, an LSTM model will be used to make predictions on time series data. 
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Chapter 3 

 

LSTM-based RNN Model Development for 

Time Series Forecasting 

 
3.1 Introduction 

With forecasting, companies can detect risks and then react to reduce them, in order to give the 

best results and achieve customer demand. Forecasting gives the capability to make informed 

business decisions and develop data-driven strategies for businesses. Time series data analysis 

is one of the quantitative methods for business forecasting that is concerned with measurable 

data such as historical data. Deep learning, on the other hand, offers advanced technics for busi- 

ness forecasting, thanks to the neural network which has the advantage that it can approximate 

nonlinear functions. In other words, neural networks can handle more complex and big data. 

Furthermore, Recurrent neural networks evoluate in order to battle amnesia, it is famous that 

RNNs have a sense of memory which helps them in keeping track of what happened earlier in 

the sequential data (time series). In this chapter, we will apply LSTM to time series forecasting 

and compare it to several baselines models. 

 
3.2 Proposed time series forecasting model 

For this thesis, the proposed model solution for time series forecasting is Long Short-Term 

Memory networks. LSTMs are able to model temporal dependencies in larger horizons without 

forgetting the short-term patterns. LSTM networks differ from ERNN in the hidden layer, also 

known as LSTM memory cell, there is many types of LSTM models that can be used on time 

series forecasting as Vanilla LSTM that we were applicated for. In this section, we will discover 
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how we can develop it for univariate and multivariate time series data. Thus, we have choosen 

two kind of time series datasets in order to realize this purpose. We gave an overview as well as 

the architecture of proposed model. 

 
3.2.1 Functioning process overview 

In order to achieve our goal which is forecasting, the following process is applicate; First, there 

is a need to have collected historical data because time series forecasting occurs when making 

predictions based on historical time-stamped data. These data points consist of sequential 

measurements made from the same source over a time interval and are used to track change 

over time. After that, we need to applicate a forecasting model to make observations and drive 

future strategic decision-making or have a forecast as a result. For the model, Vanilla LSTM 

model was applicated on collected time series data to make the forecast as shows Figure 3.1. 

 

 

 

Figure 3.1: Overview of the studied LSTM for time series forecasting 

 

 

3.2.2 Architecture of the proposed model 

The following Figure 3.2, is the architecture of the proposed Vanilla LSTM model. For this 

study two datasets are presented: one multivariate time series data and the other is univariate 

time series data, both  are first passed into pre-processing step: for univariate data the values 

was converted between range 0 and 1, for multivariate data the values was transformed into 

datetime. After that the desired features are extracted, and then the dataset is divided into two 

sub-datasets: one for training and the second for testing which is applicate to the trained 

Vanilla LSTM model to have as a result a forecasting. 

The Vanilla LSTM model has a single hidden layer of LSTM units and an output layer to 

make a prediction. The architecture of Vanilla LSTM for univariate dataset is as showing in 

Figure 3.2, with one hundred LSTM units and one input at one time, in the other hand the 

architecture of Vanilla LSTM for multivariate dataset is the same except that there is no reshape 

and the model treat multiple inputs at one time, we used fifteen LSTM unit for this data. 
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3.3 Implementation tools 

The implementation was done with python language and keras (see Figure 3.3), the machine 

used is i5-7200U CPU with 2.50GHz, 8G RAM and 256 SSD hard drive. 
 

Figure 3.3: Python and Keras 

 

 

3.3.1 Python 

Python was created by Guido van Rossum, and released in 1991. It is the most popular 

language because of its simple syntax which similar to the English language. Python is the  

Figure 3.2: Proposed model architecture 
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perfect selection for machine learning projects and its benefits include: 

 

• Consistency and simplicity: Python is easy to understand and read, which allows devel- 

opers to focus on the machine learning problems and not the language technicalities. The 

great advantage of Python is that it has different libraries and can perform many complex 

machine learning tasks. 

• Platform independency: Python works on different platforms : Windows, Mac, Linux.. 

 

• Good visualization options: Python offer such good libraries to visualize the data like 

Matplotlib. 

• Versality: Python works very well in backend of web development, and also for   

machine learning project. 

 
3.3.2 Keras 

Keras is a deep learning API written in Python, running on top of the machine learning platform 

Tensorflow. It is made with focus of understanding deep learning techniques, such as creating 

layers for neural networks maintaining the concepts of shapes and mathematical details. Keras 

is used by organizations and companies including NASA and YouTube. However, with over 

one million individual users as of late 2021, Keras has strong adoption across both the industry 

and the research community. In 2019, Keras was ranked as #1 for deep learning both among 

primary frameworks and among all frameworks used by top-5 teams in Kaggle competition. 

The following (Figure 3.4) shows statistics.
8
 

 

 

                                                     
8
 1Those statistics are from: https://keras.io/why_keras/ 
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Figure 3.4: Keras ranking in kaggle competitions 

 

 

     3.3.3 Libraries 

It is known that libraries provide developers with pre-defined and optimized function to make 

their work easier; the most advantage is that libraries can lessen the time to project devel- 

opment, this is the most libraries that we used in this work: 

 NumPy: was created in 2005 by Travis Oliphant, it is a Python library used for working 

with arrays. NumPy provides an array object that is up to 50x faster than traditional 

Python lists. 

 Matplotlib: is a low level graph plotting library in python that serves as a visualization 

utility. Matplotlib was created by John D. Hunter. 

 Pandas: started by Wes McKinney in 2008, it allows to access many of matplotlib’s and 

NumPy’s methods with less code. 

 Datetime: Python Datetime module supplies classes to work with date and time. These 

classes provide a number of functions to deal with dates, times and time intervals. 

Date and datetime are an object in Python, so when you manipulate them, you are 

actually manipulating objects and not string or timestamps. 



CHAPTER III : LSTM-Based RNN  Model Development For Time Series     

Forecasting 

 

55 

 

 

 

 

 

3.4 Experiments 

Experiments section is about the datasets used in this work and how the solution is 

implemented given details about it, the different baselines and evaluation metrics used. 

 
3.4.1 Datasets 

Of the many different datasets, we have chosen two datasets from kaggle: 

 

• The first data is a univariate time series dataset for Milk production, which is 

collected from 1962 to 1975 and composed of two features (Date and Production) as 

shown in Figure 3.5. The goal of this data is to forecast milk production in the next 

33 months. 

 

 

 

Figure 3.5: Milk production dataset 

 

• The second data is Netflix multivariate time series dataset, Netflix is an American 

subscription streaming service and Production Company, launched on 1997; it offers 

a film and television series library through distribution deals as well as its own 

productions, known as Netflix Originals. Netflix dataset was published in late May 

2022, for this one we aim to forecast the open price of the stock in next three months. 

It is collected from 2002 to 2022 like shows Figure 3.6and it has six features (Date, 

Open, High, Low, Close, Adj Close, and Volume). 
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Figure 3.6: Netflix dataset 

 

 

3.4.2 Implementation details 

In order to give more details about our work, the following are global implementation steps that 

give a clear image of the code organization for the univariate and multivariate datasets. 

 
3.4.2.1 Univariate data 

Figure 3.7 shows the implementation process for univariate time series data which will be 

explained  next with code screenshots illustration. 

 

 

Figure 3.7: Univariate dataset implementation process 
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In this program we will see how to implement a univariate data for time series. Respecting 

time, let us predict production sales using date as index feature. We are trying to forecast if the 

number of prediction increase or decrease, starting by importing libraries (see Figure 3.8). 

 

Figure 3.8: Importing libraries 

After that, getting data ready in the right format ( Figure 3.9): 

 

Figure 3.9: Getting the data ready 

Then we were plotted data (see Figure 3.10): 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.10: Data plot 

 

From the beginning we can see that there is a kind of seansonality. Repetitive shema and a 

general trend that increase over time. 

Then, if we need to decompose and see the season for example and trend we use sea- 

sonal_decompose wich decomposes the different parts of time series ( Figure 3.11): 
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Figure 3.11: Time series decomposition 

 

Now, we divide the dataset into a training part and  test. Here we took all the values except 

the last 12 months we took them as a forecast (see Figure 3.12): 

 

Figure 3.12: Dividing data 

 

For the normalization of the data we will use Min Max Scaler to convert the data in interval 

0 and 1 like shows (Figure 3.13) : 

 

Figure 3.13: Normalization 
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Here, the machine was trained then we formatted it. After that we used time series 

generator to convert the data (see Figure 3.14): 

 

Figure 3.14: Pre-processing implementation 

 

Then defining the model as shown (Figure3.15): 
 

Figure 3.15: Vanilla LSTM model 

 

When we use LSTM we always need to reshape data in 2 or 3 dimensions. First parameter 

is number of records, second is the shape of this particular, how many numbers of line steps are 

there and one should be something like features (Figure 3.16): 



CHAPTER III : LSTM-Based RNN  Model Development For Time Series     

Forecasting 

 

60 

 

 

 

 

 

 

 
 

Figure 3.16: Reshaping the data 

 

Finally, we plotted the graph of our production of milk and the predictions of it, more details 

will be presented in Results and discussion section. 

 
3.4.2.2 Multivariate data 

As in univariate dataset we will give the implementation process in Figure 3.17 and then those 

steps will be explained next. 

 Figure 3.17: Multivariate data implementation process 
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In the following we will se how a multivariate time series data is implemented to do fore- 

casting, we are trying to predict if the open value is decrease or increase. In this data, we have 

five variables counting the one to be forecasted. First of all, we start by importing libraries (see 

Figure 3.18): 
 

Figure 3.18: Importing libraries used for multivariate time series 

 

Like in univariate data we need to get the data in the right format and for that the same code 

is applicate. After that, we transformed the data which is as an object text into datetime for 

plotting (Figure 3.19). 

 

Figure 3.19: Transform the data into datetime 

 

The following step is to extract the training dates into a separate series, which means 

extracting the column that we would like to use as variables. 

After that, we converted all the values to float because when we actually do normalization 

we don’t lose any information (see Figure 3.20): 

                                             

 

                                                Figure3.20:Convertingvalues
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 In the next step (see Figure 3.21): 

 

            

Figure 3.21: Pre-processing of multivariate data After 

that defining model like shows( Figure 3.22): 

 

 

 

 

 

 

 

 
Figure 3.22: Defining Vanilla LSTM 

 

Finally, do the prediction and plot it. For the result, like sited before it will be presented in 

the Rsults and discussion section. 

3.4.3  Baselines 

Baseline models are considered as reference in a machine learning project. In other words, a 

baseline is a point of reference for all other modeling techniques on the problem. The following 

are baselines that we have chosen for this study: 

3.4.3.1 Random Forest 

The Random Forest algorithm is a type of supervised learning that builds decision tree on 

difficult samples and takes their majority vote for classification and average in case of 

regression[91]. Here is the 4 steps way of the Random Forest: 

 Selection of Random samples from a given dataset. 

 

 Construction of decision tree for each sample. 

 

 Arrangement of a prediction result for each produced result. 

 

 Selection of the final result, here the prediction result with the most votes is selected. 

 

 Plot the result. 
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3.4.3.2 Naïve Bayes 

Naïve Bayes Classifier is a probabilistic classifier and is based on Bayes Theorem. In Machine 

learning, a classification problem represents the selection of the Best Hypothesis given the data. 

Given a new data point, we try to classify which class label this new data instance belongs to. 

The prior knowledge about the past data helps us in classifying the new data point [92]. Here is 

the 4 steps way of naive bayes: 

 Transform the dataset into supervised learning. 

 

 Establish the train and test dataset. 

 

 Define the persistence model. 
 

 Make forecast and establish a baseline performance. 
 

 Plot the result. 
 

3.4.3.3 ARIMA 

ARIMA is the famous baseline used, as sited in chapter one ARIMA is composed of Auto- 

regression, Integrated (differencing), Moving Average. Thus the steps to build an ARIMA are 

[93]: 

 Auto-regression which refers to a model that shows a changing variable that regresses 

on its own lagged, or prior, values. 

 Integrated (differencing) that represents the differencing of raw observations to allow 

for the time series to become stationary (i.e., data values are replaced by the difference 

between the data values and the previous values). 

 Moving Average: incorporates the dependency between an observation and a residual 

error from a moving average model applied to lag observations. 
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3.4.4  Evaluation metrics 

In addition of baselines, evaluation metrics are very essential part of this study to make 

comparison between our proposed Vanilla LSTM model and other baselines. The evaluation 

metrics used are Mean Squared Error and Mean Absolute Error: 

 Mean Squared Error (MSE): the MSE measures the average squared difference between 

forecasted and true values [94]. 

 Mean Absolute Error (MAE): this metric tell us how accurate our predictions are and, 

what is the amount of deviation from the actual values [95]. 

However this two metrics are well defined in chapter two:  

Training neural network section (2.3), loss function sub-section (2.3.3). 

 

3.5 Results and discussion 

The results of our work are presented in this section, we first gives graphs provided from the 

implementation and then compared the results of our model with baselines to finally conclude 

with discussion. 

3.5.1  Results 

In univariate time series data, after taking the first look to the graph in Figure 3.23 apparently 

the prediction graph produced by the implementation is nearly similar to the original Milk 

production plot. We can observe that as the production , prediction increase highly in May 

month measured with more than 900 production, then it decrease and re increase slowly in 

October with approximately 800 production so there is fluctuation between ascending and 

descending of prediction mean. 

Figure 3.23: Milk production and prediction graph 
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Passing to our multivariate time series dataset, we plot the original data (Figure 3.24) and 

as sited before the purpose is to forecast the Netflix opening price for the next three months, 

since the data ends in April that means that we want to predict for May Jun and Jully months, 

the prediction of this work as presented in Figure 3.25 indicate an observed increase between 

day 01/06/2022 and 15/06/2022. 

 

 

 

Figure 3.24: Plot of the Netflix open price stock 
 

 

 

 

 

Figure 3.25: Plot of the Netflix opening price prediction 
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3.5.2  Comparison 

The following is the results of the two datasets with evaluation metrics and baselines. The result 

of evaluation metrics of our Vanilla LSTM model are presented for the Milk production dataset 

with graphs like indicate Figure 3.26, the left one is for MAE and the right one is MSE, as well 

as for Netflix dataset in Figure 3.27. 

Then we compared those results with the three baselines sited before (Random forest (RF), 

Naïve Bayes (NB) and ARIMA ) and all results are organized in Table 3.1. 

 

 Milk dataset Netflix dataset 

Baselines RF NB ARIMA Vanilla LSTM RF NB ARIMA Vanilla LSTM 

MSE 4.10 2302.2 7.83e−5
 1.42e

−4
 0.48 48.69 0.023 1.60e−4

 

MAE 1.49 40.84 0.0072 0.0213 0.19 4.63 0.122 0.0051 

Table 3.1: Evaluation metrics with baseline methods 
 

 

                    

 

 

Figure 3.26: MAE and MSE for univariate dataset 
 

 

 
 

Figure 3.27: MAE and MSE for multivariate dataset 

 

MAE MSE 

MAE MSE 
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After comparing the results of prediction between our model and other baselines, we can 

clearly see that our model performed very well in both of the datasets, especially in ARIMA. If 

we analyze the result we conclude that there is a big difference between baselines and LSTM 

model except for ARIMA, but also we can observe that the results of our LSTM model are very 

nearby to the results of ARIMA model that making it more precise for prediction in time series. 

 
3.5.3  Discussion 

As shown in Figure 3.25, in the range between [15-05-2022 and 01-06-2022] there is an uptrend, 

Netflix has really gone a long way ahead of its competition because of its more successful Tv 

shows and movies that have garnered attention and a high number of views. This has helped 

escalate the rate of subscriptions. Netflix has been more successful in identifying the true inter- 

est of customers or audiences. After the date (01-06-2022) there is an observed downtrending, 

the catalog of Netflix changes by the country for example in USA, France or Belgique users 

will not have access to the same broadcasts, also according to leadres of Netflix, the more the 

platform will be successful in terms of the number of views, the more it will increase in value 

and therefore this growth justifies the increase in the price of the subscription. 

 

 

 

3.6 Conclusion 

In this chapter, we proposed a Vanilla LSTM model for time series forecasting and we gave 

the architecture of this model, as well as the different technics used for the realization of this 

solution. We presented also a detailed implementation process and its results, then we compared 

them using baselines. At the last, we can say that the LSTM cell adds long-term memory in an 

even more performant way because it allows even more parameters to be learned. This makes 

it the most powerful Recurrent Neural Networks to do forecasting, especially when we have a 

longer-term trend in the data. LSTMs are one of the state-of-the-art models for forecasting at 

the moment and we saw that it is true according to our Vanilla LSTM model. 



General conclusion 
 

68 

 

 

 

 

 

General conclusion 

In chapter one, we gave a definition about time series data and the ability to applicate statis- 

tics on this data wich named time series analysis, on the other side we clarify that time series 

forecasting is one of time series analysis goals. In order to forecast there is several machine 

learning methods but with some limitations, however deep learning provided better resutls in 

trainnig process in the last decades. When talking about deep learnig, Neural networks are the 

states of the art especially Reccurent neural networks wich was well defined in chapter two with 

the diffrent extensions to solve some problems of RNNs. The purpose of these 2 chapters is to 

give an idea for what are time series forecasting and about how we can answer the previous 

question. This question was: 

" How deep learning can be used for time series forecasting?" 

Long Short-Term Memory is presented as a solution to forecast time series data. The pro- 

posed model was Vanilla LSTM, this model was applicated on some real datasets , an univariate 

time series data for Milk production and multivariate time series data for Netflix. After that the 

results was compared with baselines. Consequently, we can say that Vanilla LSTM model pro- 

vide satifying results that make it more precise in time series forecasting. Then, we say if deep 

learning arrive to this particular opportunities it can be more better and why not the best for 

forecasting. 

In future work, deep learning models combined with LSTM will be used to forecast time 

series data for multilayers model hyper-parameters, as well as these models will be evaluated 

on stacked and bidirectionnal models various benchmark time series datasets. 
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