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Abstract

Breast cancer is still one of the most frequent malignancies in the world,
having claimed the lives of millions of people. Clinical specialists iden-
tify suspicious lumps to help diagnose breast problems. Due to the large
number of mammograms and the time and effort required to study each
view of a mammogram, this activity poses a daily challenge for radiolo-
gists. The failure of mammography to detect abnormalities is increasing
due to poor image quality, eye tiredness, or radiologists’ negligence.

Breast cancer identification at an early stage is crucial for lowering
the mortality rate among women. That’s why, in order to construct an
autonomous system that aids radiologists in diagnosing breast cancer,
we employed YOLO (a real-time object identification algorithm) and
VGG16 to detect and pinpoint malignant lesions on mammograms.

Key words:Breast cancer, Mammograms, Masses, Object detection,
YOLO, VGG16, classification, Malignant, Diagnose.



Résumé

Le cancer du sein est toujours l’une des tumeurs malignes les plus fréquentes
dans le monde, ayant coûté la vie à des millions de personnes. Les
spécialistes cliniques identifient les masses suspectes pour aider à di-
agnostiquer les problèmes mammaires. En raison du grand nombre
de mammographies et du temps et des efforts nécessaires pour étudier
chaque vue d’une mammographie, cette activité représente un défi quo-
tidien pour les radiologues. L’échec de la mammographie à détecter
des anomalies est en augmentation en raison de la mauvaise qualité des
images, de la fatigue oculaire ou de la négligence des radiologues.

L’identification du cancer du sein à un stade précoce est cruciale pour
réduire le taux de mortalité chez les femmes.

C’est pourquoi, afin de construire un système autonome qui aide les
radiologues à diagnostiquer le cancer du sein, nous avons utilisé YOLO
(un algorithme d’identification d’objets en temps réel) et VGG16 pour
détecter et localiser les lésions malignes sur les mammographies.

Mot clé : Cancer du sein, Mammographies, Masses, Détection d’objets,
YOLO, VGG16, Classification, Malin, Diagnostiquer.
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Introduction général

Background

Cancer is a condition in which cells multiply uncontrollably and invade
other tissues. It is also one among the most common and well-studied
causes of death in affluent countries. Cancerous (malignant) or non-
cancerous (benign) tumor cells exist. Cancer can strike people of any
age. As people get older, they are more prone to get most types of
cancer. In 2018 China reported 2.9 million deaths [36].

Breast cancer is defined as a malignant tumor that develops from cells
in the breast. Tumors can infect nearby tissues or spread to other parts
of the body [37]. Only around one-tenth of all breast cancers (10% )
are connected to known faulty genes passed down from parents (inher-
ited). Breast cancer symptoms include lumps in the breast, dimpling,
and nipple retraction. The survival percentage of breast cancer is largely
determined by early detection procedures. Mammography, magnetic res-
onance imaging, and biopsy are some of the most essential tools for the
identification of breast cancer [1]. Mammography is a sort of specialized
medical imaging that scans the breast with a low-dose x-ray equipment
and is considered the most accurate.

Aside from finding tumors in the breast, medical professionals must
appropriately diagnose breast cancer and provide the necessary treat-
ment alternatives. In the realm of medical imaging, computer-aided
diagnosis (CAD) is a computer-based system that assists clinicians in
making quick choices [2]. Medical imaging involves the evaluation and
analysis of abnormalities in pictures by medical practitioners and doctors
in a short amount of time.
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CAD is a system that combines principles like artificial intelligence
(AI), computer vision, and medical image processing.

Machine learning is a technique that can be used to identify, detect
and classify abnormality in an image of breast. Standard machine learn-
ing techniques require the extraction of features such as shape and size
of tumors from images, to perform a detection and classification task.
However, the feature extraction task requires experience and expertise.

Deep learning algorithms have been developed to perform detection
and classification tasks for pattern recognition, computer vision and im-
age recognition [3]. In particular, a deep learning algorithm known as
a Convolutional Neural Network (CNN) is popularly known for excep-
tional performance in image recognition tasks. In this essay, two CNN
models will be utilized for the detection and prediction of tumors located
in the breast.

Aims and Objective

The main goal of this memory is the implementation of CAD systems
for detection of abnormal signs at an earliest that a human professional
fails to find. In mammography, identification of small lumps in dense
tissue, finding architectural distortion and detecting location of mass
and prediction of mass type as benign or malignant by its shape, size,
etc.

Memory organization

This thesis is a joint of the medical and computer fields and a grouping
of several research axes including medical imaging, artificial vision. It is
organized into two main parts:
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• The First part
This part is devoted on the one hand to the medical context of the

problem treated and on the other hand to machine learning and its
ramifications. Includes two chapters.

- Medical Context.
- Deep learning for image processing.

• The second part
The second part of this thesis focuses on our contributions, through

the implementation of a model and a detection assistance system, for the
prevention of breast cancer by screening mammography. We organize it
into a chapter.

- Realization,Test, Results.



First part
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Chapter I

MEDICAL CONTEXT

I.1 Introduction

In the digital age, information technology has been integrated into
medicine and is currently involved in all phases of the work of the med-
ical profession, such as the management of medical records, surgical
operations, image collection and processing, etc. Indeed, daily, the med-
ical community creates views, exchanges and archives large quantities of
images, extracts measurements and inserts them into reports.

The medical image is the only communication tool par excellence. It
has become, not only essential for the diagnosis of a large number of
pathologies, but also for the control of an action or a therapy, by a
very precise monitoring of the evolution of a disease. In its raw state,
however, an image is hardly meaningful, you have to know how to com-
municate with it and thus interpret it. In recent years, many teams
have contributed by introducing diagnostic aid systems to provide the
doctor with high-level symbolic information on the content of the image,
especially when it comes to tumoral conditions such as cancer Breast.

In this first chapter, we will present the medical approach to breast
imaging to situate the context in which our research work will be used.
Not being exhaustive, this presentation is given only for the sole pur-
pose of facilitating the understanding of the problem and thus acquiring
a certain knowledge, necessary to carry out our study to deduce the
approaches of analysis, detection and classification.
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CHAPTER I. MEDICAL CONTEXT

I.2 The breast, organ of the human body

“The medical Larousse defines the breast as being a name given to each
mammary gland. Two in number in humans, the breasts are glandular1

organs whose function is milk secretion in women. Hemispherical in
shape, they have a more or less turgid nipple2 located in the center of a
pigmented area called the areola.[4]

According to the sex and the phase of the genital life, the mammary
gland is of very variable morphology. It develops in the subcutaneous
cell tissue of the anterolateral wall of the chest, between the third and
fifth ribs, above the pectoralis major muscle3.

The skin encompassing this gland is smooth, supple, fine, mobile and
slides easily over the gland. Beneath this cutaneous level there is a more
or less developed adipose panniculus which gives it its shape and volume.

The mammary gland, immersed in this fatty tissue, is made up of
about twenty lobules which are activated during the lactation period and
produce a milky secretion, discharged by the milk ducts at the level of the
nipple. [figure 1.1] further summarizes these different breast components.

1Gland: Organ whose function is to produce a secretion.
2Nipple or end of the udder: milk secretion organ in mammals.

3Important muscle contributing to the movements of the arm.
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CHAPTER I. MEDICAL CONTEXT

Figure I.1: Internal structure of the breast (mammary gland.)

This organ must be monitored regularly with the sole aim of pre-
venting any anomaly, first by the woman herself, approximately every
six months (self-examination of the breasts) in order to detect benign
lesions, then by the gynecologist.

“Particularly frequent, these anomalies relate to the volume of the
gland. One of the malformations present in women is Breast Ptosis or
descent of the breast. Other abnormalities include mammary hypertrophy
(breasts that are too small) as well as abnormalities in the nipple region.”
[Domart and Bouneuf, 99].

What becomes more serious for this organ is the infectious state and
several inflammatory states of the breasts can be observed especially
during breastfeeding. The breast is also an organ like the others which
can present a risk of cancer, which continues to represent the first cause
of death in women.
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CHAPTER I. MEDICAL CONTEXT

Figure I.2: Image of Cancer cell division.[Lund University Research Magazine]

I.3 Breast cancer

Our body is made up of a multitude of cells. Each individual contains
one billion per gram of weight. They are all different from each other
but nevertheless have one thing in common; they come from the same
egg. These cells grow continuously and normally. However, there may
be abnormal cells that can grow out of control. Others manage to spend
a long time before beginning their anarchic development. Nevertheless,
they can remain dormant throughout our lives without ever manifesting
themselves.

This anarchic development can lead to a cancerous cell or a tumor.
From this moment, it multiplies in an uncontrolled manner and ends up
forming a cancerous tumor whose cells will destroy neighboring cells and
gradually invade neighboring tissues with the help of metastases [figure
1.2].

Some people can have tumors without it being cancer. Often it is only
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CHAPTER I. MEDICAL CONTEXT

a benign tumor which is a localized and slow growth. However, the corre-
sponding tissue remains normal, i.e. the cells retain their characteristics:
this is only an increase in the total number of cells.

“The term breast cancer refers only to malignant, potentially aggres-
sive tumors of the breast that frequently develop either in the glandular
lobules (lobular carcinomas) or in the milk ducts (ductal carcinomas).”
[5]

I.3.1 Some numbers

“Breast cancer, almost exclusively female, is a major public health prob-
lem throughout the world. According to the press release, dated September
12, 2018, from the IARC, the incidence rates of breast cancer far exceed
those of other cancers, both in developed and developing countries. Devel-
opment [Figure 1.3], followed by colorectal cancer in developed countries
and cervical cancer in developing countries.” .

Figure I.3: Percentages of new cases by cancer type, region and sex [CLOBOCAN 2018].

According to GLOBOCAN 4, breast cancer accounts for 24.2%, or
4GLOBOCAN is an online database providing estimates of incidence and mortality in 185 countries for 36 types
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CHAPTER I. MEDICAL CONTEXT

about

one in four, of newly diagnosed cancer cases among women
worldwide in 2018, and it is the most common in 154 of the
185 countries covered by this database. Given,it is also the leading
cause of cancer death in women (15.0%), followed by lung cancer (13.8%)
and colorectal cancer (9.5%), which are also the third and second most
common types of cancer among them, respectively [Figure 1.4].

Figure I.4: Incidence and mortality rates by cancer type [GLOBOCAN 2018].

of cancer and for all cancer sites combined. The data is part of the Global Cancer Observatory of the International
Agency for Research on Cancer (IARC) and is available online at http://gco.iarc.fr/today/home
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CHAPTER I. MEDICAL CONTEXT

“ Algeria, where breast cancer is a cancer of young women, is no
exception to this scourge. 10910 new cases were reported in 2014 with
a rate of 59% of all tumors in women.”[6]

Even if it occupies an intermediate position between the industrialized
countries and the Arab countries, its risk factors must be highlighted and
primary prevention must be established. To this end, the Ministry of
Health of Algeria has put in place the anti-cancer plan (2015-2019) for
breast cancer, calling for more efforts by different actors to promote the
prevention and early detection of breast cancer sickness.

I.3.2 Primary prevention of breast cancer

“Several investigations have been undertaken to try to discover the risk
factors likely to play a role in the genesis of breast cancer. Among these
factors are those of age, heredity, history of certain types of benign dis-
eases and exposures of the chest to high doses of irradiation. Obesity in
postmenopausal women, early onset of menstruation and late menopause
are other risk factors, the effect of which is less marked.”[7]

“There is no primary prevention, despite the efforts made to high-
light these risks factors.Many clinical studies of prevention with tamox-
ifen5have been published, however this drug is recommended for women
at high risk to prevent breast cancer but it is not without serious potential
consequences.”[8]

“Other studies are needed for genetic tests to detect BRCA6 1 or 2

genes to be implemented.” [9]

I.3.3 Breast cancer screening

Currently, primary prevention of breast cancer is not possible. Given
the mortality rate of this type of cancer, screening remains the only
practical way to reduce it in the long term. According to the World
Health Organization, ”screening consists of detecting at an early sub-

5Drug recommended in the treatment of breast cancer in the early or advanced phase in pre- and post-menopausal
women.

6Acronym for BReast CAncer which is a tumor suppressor gene.
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CHAPTER I. MEDICAL CONTEXT

clinical (asymptomatic) stage a disease to enable early diagnosis and
therapy with a view to improving the prognosis of the disease and the
health status of individuals and the population.”

“Detection of breast cancer therefore amounts to carrying out control
examinations which make it possible to detect abnormalities without even
the presence of detectable signs. As such, mass screening campaigns are
organized with the aim of detecting malignant lesions before they are
known by symptoms.” [10]

Another important issue in these campaigns is the detection of tu-
mors prior to their metastatic7 dissemination i.e. at a stage where the
size of the tumor is still very small. Indeed, the earlier the disease is iden-
tified, the more effective the treatment is. Early detection also makes it
possible to reduce the use of radical surgery or radiotherapy and thus
to avoid undesirable side effects, which improves the quality of life of
patients.

I.4 Breast Cancer Imaging

Several medical imaging tools are used to examine the mammary gland
such as ultrasound, Magnetic Resonance Imaging (MRI), mammography
and others. Each of them has limitations and advantages, but mammog-
raphy currently remains the only effective method of screening for breast
cancer in asymptomatic women and remains the one with the greatest
sensitivity for detecting tumors at an early stage.

I.4.1 Digital mammography

Mammography, also called mastography, is an X-ray imaging tech-
nique that provides an image of the internal structure of the mammary
gland. Mammography is performed in two circumstances; in the context
of screening or diagnosis, hence the appearance of the types of screen-

7Metastases: Cancer cells that spread over a distance.
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CHAPTER I. MEDICAL CONTEXT

ing mammograms8, diagnostic mammograms9and preventive mammo-
grams10.

In the all-digital era, mammography is no exception to the rule, be-
cause with the generalization of image processing techniques carried out
by computers and the appearance of computer-assisted diagnostic tools,
algorithms for mammography analysis appeared. There was therefore
the need to have digital support to be able to apply these methods.

The interest of such digitization is multiple. Indeed, with a digital
mammography [figure 1.5] there is a reduction in the dose of radiation
absorbed, due to the low noise and the high sensitivity of the CCD
(Charge Coupled Device) system11. In other words, the total exposure
time is determined by the computer when the signal-to-noise ratio has
reached a predefined level and not by the optical density of conventional
X-ray films.

8Screening mammography seeks to detect cancer even before any sign or symptom suggests its presence. It is
performed in women between the ages of 50 and 69 by doctor’s recommendation.

9Diagnostic mammography is required by the doctor who suspects breast cancer. This suspicion may arise from the
discovery of a breast lump following a self-examination.

10Preventive mammography can be requested by the prescribing doctor for any woman outside the age of 50 to 60
without any particular symptoms, in order to ensure that there is no breast cancer call point. .

11A charge-coupled device (CCD) is a light-sensitive integrated circuit that captures images by converting photons to
electrons. A CCD sensor breaks the image elements into pixels. Each pixel is converted into an electrical charge whose
intensity is related to the intensity of light captured by that pixel.
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Figure I.5: Digital mammography.

A second interest concerns near real-time manipulation, making the
examination more rapid. Thus, it is easier to make a good acquisition of
images with better contrast and therefore reduce the number of shots.
This is difficult with emulsion films, where it is not possible to process
images a posteriori to improve the quality of the image or to help detect
a tumor or a lesion. That said, with the arrival of a new all-digital
mammography technique, cancer detection should be possible at much
earlier stages than with conventional mammography devices.

I.4.2 Different Mammography Scanning Processes

Cites two ways to obtain digital mammograms: either by digitization
of traditional mammographic film, or by acquisition of mammograms
which are directly in digital form.[11]

In the first case, the already formed image is then digitized using a
camera, camera or scanner. However, a scanned radiograph will never
contain more information than the original print, or even less due to loss
phenomena on the scanner (sampling, noise, etc.) and above all retain all
the defects of the original image (noise, dynamics, development artifacts,
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etc.).

The second technique has been particularly topical for some time.
Digitization is carried out at the time of image acquisition, and there
is no longer any prior printing of the mammogram: the mammography
device has sensors which more or less directly transform the X photons
into digital information.

I.4.3 Normal appearance of a mammogram

“There is no normal breast, but an infinite number of variants of the
norm”. Indeed, the appearance of the normal breast on a mammo-
gram can be quite variable from one woman to another. The breasts of
younger women normally tend to be dense since they usually have more
fibroglandular tissue. However, a minority of young women may have
relatively fatty breasts and that dense normal tissue may predominate
on the mammograms of some older women, resulting in a wide variation
in normal patterns.[12]

“By analyzing the images in figure 1.6 we notice that it is extremely
difficult to define normality on mammograms. The appearance of the
mammary gland is indeed extremely variable depending on the patient,
her age, the period during which the mammography is performed in re-
lation to the menstrual cycle and according to the periods of pregnancy
and breastfeeding.”[13]

Indeed, the radiological image of the breast tends to change during
life. The pubertal breast has a very dense and homogeneous appearance
and should never be X-rayed. The adult female breast has a distribution
of connective and adipose tissue that varies from woman to woman.

I.4.4 Reading mammography images

Due to the low contrast of many cancerous lesions and the glaring
similarity of some opacities with breast tissue, the interpretation of the
mammogram image becomes a very difficult task that requires great skill
and concentration. Different inspection methods are used by radiologists
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Figure I.6: Different types of breast composition. Breast with fibro glandular fatty tissue (left) and
extremely dense breasts (right).

to interpret the mammography image and are as follows:

• The first way is based on the independent analysis of each mam-
mogram available and this according to the abnormal structure to
be localized, namely calcium structures (microcalcifications and/or
foci of microcalcifications), structures having a nodular appearance
(opacities and microcalcifications ) and those presenting linear char-
acteristics (stellar images, architectural disorganizations).

• The second way concerns the comparison of several mammograms
available and is more dedicated to the detection of masses. We dis-
tinguish between the comparison of mammograms with the same
incidence of the right and left breasts of the same patient (com-
parison of pairs of bilateral mammograms) and the comparison of
mammograms with the same incidence of the same breast acquired
on two separate dates (comparison of temporal mammograms ).
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“It should be noted that, like any radiological examination, the inter-
pretation of the mammogram strongly depends on the rate of absorption
of the X-rays by all the components of the breast. However, there are
several constraints against this. We cite those related to the material,
the clinical condition of the patient, technical artifacts (nose, ear, hands,
ribs, dust, breast implants, etc.), breast compression, etc.” [14]

• Cases of false positives, which have negative consequences, are gen-
erated when benign areas are identified as cancerous areas;

• More serious, false-negative cases endanger the patient’s life and
occur when an abnormality exists and is not detected by the radiol-
ogist;

Other reading error classifications have been mentioned in [Richard, 00]
by some researchers and relate to:

• Research or exploration errors (these errors relate decision-making
errors (localized but poorly classified anomaly).to examples in which
the radiologist does not explore an area containing a significant ab-
normality);

• errors in identification (they occur when the sectors concerned are
being sought, but the anomalies are not identified).

I.5 Computer Aided Diagnosis

By studying the mammary gland and its different pathologies in the
previous sections, we note, on the one hand, the difficulty of the de-
tection stage and, on the other hand, the complexity of the diagnostic
decision-making stage (malignant aspect or benign). In addition, the
prevention of breast cancer requires the processing of a large volume of
mammographic images as well as the effort and intervention of different
radiologists, in order to help each other in this decision-making. For
these reasons, several studies have focused on automating mammogram
reading and decision-making.
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The automatic processing of images, at a high level, which is the
responsibility of Computer Aided Diagnosis (CAD) systems, is today
one of the most emerging areas of research in medical imaging. The role
of the CAD system is to provide the doctor with symbolic information
about the content of the image. It may happen that the radiologist does
not see a lesion due to lack of concentration or fatigue due to reading
several images (more than 150 images), or the shape of the lesion may
be unusual on the screen.

The interest of an automated diagnosis in the systematic screening of
breast cancer in asymptomatic women has been demonstrated. The main
diagnostic aid software in mammography makes it possible to increase
the sensitivity of the reading by increasing the detection of potentially
significant lesions and the specificity by reducing the interpretations of
false positives and thus the number of punctures of benign lesions.

I.5.1 Brief history of CAD in mammography

Research in the development of methodologies and instruments for di-
agnostic or therapeutic applications are among the main responsibilities
of physicists in the medical field. Indeed, since the discovery of X-rays
by Wilhelm Conrad Roentgen in 1985, physicists have continually con-
tributed to the improvement of clinical decisions in medical diagnosis,
through the study of imaging systems, the evaluation of the quality and
the perception of images, as well as the development of methods for
analyzing them.

“R2 Technology’s ImageChecker M1000 is the first commercial CAD
system that was approved in 1998 by the US Food and Drug Administra-
tion (FDA). It was developed at the University of Chicago, on digitized
screening mammograms and subjected to a processing unit with an inte-
grated neural network. The output of the system is expressed using anno-
tations indicating suspicious locations of microcalcifications and masses,
on a thermal paper carrier or monitor.”[15]

The growth of work on automatic diagnostic tools in recent years has
been considerable, ranging from the digitization of films and limited com-

26



CHAPTER I. MEDICAL CONTEXT

putation time to the current state, where the approaches are developed
in a very rigorous way on major clinical projects and very high quality
digital image databases. In the context of CAD systems, most work has
focused on detecting foci of microcalcifications or lesions in the form of
masses or even architectural distortions.

As such, several international conferences and workshops specific to
this issue are organized to evaluate this research. The series of confer-
ences was launched in San José (Canada) in 1993 and every two years
researchers from all over the world continue to organize it. The most
recent is the IWBI 2018 (International Workshop on Breast Imaging
2018) which brought together a multidisciplinary group of researchers,
clinicians and industry representatives, who are jointly committed to de-
veloping technologies that enable the early detection and management
of subsequent breast cancer by the patient. IWBI was designed to dis-
cuss the latest technological advances and clinical experiences with new
breast imaging technologies including digital mammography, tomosyn-
thesis, CT scan, MRI, ultrasound, optical and molecular imaging.

I.5.2 Architecture of a CAD in mammography

The task assigned to a medical diagnostic support system on the breast
image is a very difficult and complex function at the same time, given
the varied appearance of the organ concerned. As a result, the architec-
ture of the system greatly depends on the type of mammography to be
processed. Figure 1.7 shows a basic diagram of a screening or diagnostic
mammography interpretation incorporating a CAD system.
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Figure I.7: Diagram of a basic scheme of an interpretation of screening/diagnostic mammography.

CAD systems can be classified into two classes: CADe and CADx.
CADe systems have, fundamentally, a detection task, i.e. a localization
task. Indeed, radiologists use the location of suspicious regions as an
output of the CADe ignoring the characterization and diagnostic func-
tions. On the other hand, CADx systems extend automatic analyses to
produce results on the characterization of a region or a lesion, initially
localized by the human or by the CADe.

The steps generally involved in the design of CADe and CADx are
preprocessing, segmentation, description and classification. They cor-
respond exactly to those of an artificial vision system where the data
to be processed is the medical image. Also called computer vision or
digital vision, this discipline of artificial intelligence aims to make useful
decisions about real objects and physical scenes from captured images.
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Figure I.8: Synoptic diagram of a CAD system.

I.6 Conclusion

To facilitate understanding of the problem, we have discussed in this
chapter the notion of breast cancer as well as the medical approach
of breast imaging allowing its diagnosis. Particular attention has been
devoted to the study of the mammographic image by focusing on the
one hand on the specifications of the mammary pathologies and on the
other hand on their appearance in mammography.
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Chapter II

Deep learning for image processing

II.1 Introduction to Machine Learning

There has been a significant expansion and development of approaches
that help in the discovery and understanding of complicated and hidden
patterns in data in the field of computers and information technology.
Standard machine learning approaches have been created as a result of
these improvements.

Machine Learning is the study of teaching computers to learn and act
like people, and to enhance their learning over time in an autonomous
manner, using data and information fed to them in the form of observa-
tions and real-world interaction [16].

Several machine learning techniques, ranging from simple classifiers to
artificial neural networks, have been created throughout the years[17].
The need to categorize cancer patients into high and low risk categories
has prompted numerous biomedical and bioinformatics research teams
to investigate the use of machine learning (ML) technologies. These
approaches are utilized in illness detection, medical imaging diagnosis,
medication development, early cancer outcome prediction, and medical
research[18].

Feature engineering is required for ordinary machine learning algo-
rithms to reach state-of-the-art performance. Feature engineering is the
process of creating or transforming features from data. The engineer’s
experience, devotion, and skill are required for feature transition.[19]
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The performance of these standard machine learning algorithms de-
pend on how accurately each feature is discerned and extracted. The
feature engineering process which requires a deliberate effort on the part
of an engineer may sometimes result in mistakes. Deep learning is an
advanced technique in machine learning that was developed to reduce
the need for feature engineering when processing data. Deep learning
algorithms automatically learn to extract useful features directly from
data and make useful predictions using the extracted features. 4

II.2 Deep Learning

Deep learning, a subset of the machine learning field, is designed to
learn hierarchically from a problem and perform classification based on
the learned features[20]. Deep learning algorithms utilize a layered struc-
ture of algorithms known as an Artificial Neural Network (ANN). The
ANN’s design was inspired by the structure of the biological neural net-
work of the human brain[21]. A deep learning algorithm’s ability to
imitate how the human brain works by learning and making intelligent
decisions on its own is what distinguishes it from standard machine learn-
ing algorithms.

A basic ANN structure shown in Figure 2.2 consists of interconnected
neurons arranged in at least three layers. Each neuron in the network
represents one aspect of the input data and each connection between
neurons is associated with a weight that dictates the importance of an
input value and a bias that controls the rate at which a neuron is fired.
The layers of an ANN include the input layer, the hidden layers, and
an output layer. The input layer receives raw input data and passes the
input to the first hidden layer. The hidden layers perform mathematical
computations on the input they receive. The output layer receives an
input from the preceding hidden layer, performs computation on the
input and returns an output value.

An ANN with two or more hidden layers forms a deep neural network.
In a deep neural network, features are extracted hierarchically. The net-

32



CHAPTER II. DEEP LEARNING FOR IMAGE PROCESSING

work initially learns low-level features and further combines the learned
features to form more abstract representations as it progresses into each
layer. Features may include shape, orientation, color, texture, position,
and pixel values. Deep neural networks have achieved state-of-the-art
performance in various fields such as computer vision, natural language
processing, and medical diagnosis.

Deep learning has been applied in the field of image classification[22],
pattern recognition and other domains. Specifically, in the medical do-
main Deep learning techniques are revolutionizing the field of medical
image analysis and hence in this study, a deep neural network will be
applied for the location of tumors detected in the breast and prediction
of normal and abnormal tumors, using images from mammograms. [23]

Figure II.1: The structure of an ANN with input, hidden and output layers.[24]

II.2.1 Deep Neural Network Models

There are various types of neural network models that have been de-
veloped over the years for use in classification and regression problems,
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language processing, speech synthesis, and other relevant areas. Three
major neural network models have achieved good performance on vary-
ing problems.

• Convolutional Neural Network (CNN):

CNN is one of the most often used deep neural networks. The
structure of the CNN allows it to perform well in image data catego-
rization and computer vision. The convolutional layer, the pooling
(sub-sampling) layer, and the fully connected (dense) layer[25] are
the three layers that make up the CNN’s structure. The convolution
process conducted in the convolutional layer is the main feature of a
CNN network’s great performance, thus the term convolutional neu-
ral network. In this manuscript, CNN models are used to detect and
forecast benign and malignant breast tumors using mammography
images.

• Recurrent Neural Network (RNN):

RNN is a deep neural network that detects patterns in sequential
data. An input, hidden, and output layer make up a simple RNN
structure. The inclusion of a hidden state, which retains sequential
information[26], is a key differentiating feature of an RNN network.
The network can maintain or store information from previous inputs,
process that information, and forecast sequence in the future time
step[27] thanks to the hidden state structure. In domains where
the sequence of processed information is crucial, such as natural
language processing, speech synthesis, and machine translation[28],
RNNs have a high percentage of success.

II.3 Convolutional Neural Network

II.3.1 Definition

”A convolutional neural network or convolutional neural network
(CNN) is a class of deep neural networks specialized in processing
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data having a grid-like topology, like an image. A digital image is a
binary representation of data It contains a series of pixels arranged
in a grid pattern which in turn contains pixel values to indicate the
brightness and color of each pixel.”[29]

”Convolutional neural networks were invented with the aim of solv-
ing the problem of translation invariance of the objects constituting
the images.” [30]

II.3.2 Working

Each neuron in a CNN processes data only in its receptive field.
By stacking multiple convolution layers one after another and ap-
plying a set of operations called convolution operations, the network
is able to detect an increasingly complex hierarchy of features. It
first detects simpler patterns (lines, curves, etc.) and more complex
patterns (faces, objects, etc.) later going to deeper layers. By using
a CNN, one can enable the view to computers. A query layer is
usually added between successive convolutional layers to summarize
important features. This makes it possible to reduce the number of
parameters transmitted to the downstream layers and, at the same
time, to introduce a translation invariant (capable of recognizing the
learned models, independently of their geometric transformations) in
the network.

II.3.3 Architecture of a CNN

There are four primary operations involved in the convolutional neural
network. Those operations include convolution, non-linearity, pooling or
sub-sampling and classification (fully connected layer).
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Figure II.2: The CNN architecture takes an input and passes it through a stack of convolutional layer,
pooling layer and fully connected layer to produce the desired classes of output values.

II.3.3.1 Activation Functions

Activation functions transform the activation level of a unit into an
output signal. Activation functions decide the output of a neuron based
on the provided information [31].Three most commonly used activation
functions include:

• Sigmoid Function

The sigmoid function takes any range of real numbers and returns
an output value which lies within the range of 0 and 1[31]. Shown
in Figure 2.3, it is mathematically defined by the equation:

f (x) =
1

1 + e−x

• Tanh Function

Tanh is a zero cantered function whose range lies between -1 and
1. It has a higher range of derivatives than the sigmoid function
which results in a better learning rate[31]. Tanh is shown in Figure
2.3 and given by the equation:
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f (x) =
ex − e−x

ex + e−x

• Rectified Linear Unit Function:

The Rectified Linear Unit (ReLU) function, shown in Figure 2.3
has been proved to be the most successful and widely used acti-
vation function in deep learning. ReLU imposes a non-saturating
non-linearity which enhances better gradient flow with improved
calculation efficiency[31]. The range of ReLU lies between 0 and
infinity and is mathematically given by the equation:

f (x) = max (0, x) =

{
xi, xi ≥ 0
0, xi < 0

Figure II.3: The sigmoid, Tanh and ReLU activation functions[37]
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II.3.3.2 Convolutional Layer

The convolutional layer is one of the fundamental layers of CNN. Con-
volutional layer performs feature extraction on input and aims to learn
feature representations of the input. There are two main functions per-
formed in this layer:

• Convolution Operation

The input to the convolution layer is an array of pixel values rang-
ing from 0 to 255. By sifting through the input data to filter out
integral sections of the input, the convolution process aids in ex-
tracting the characteristics of the input. Kernels (filters) are an
array of integers used as feature extractors during the convolution
procedure. For each location, the filters convolve over the input with
a specified amount of pixels (stride). The element-wise product of
the input matrix and the filter is calculated and saved in a feature
map, which is an empty array (activation map). Each convolution
operation’s exact placement is determined by the stride value. With
several filters, this step is repeated indefinitely. A feature map will
be created for each computation between the filters and the input
array, which will be layered to generate the whole output volume
from the convolutional layer. The convolution procedure between a
three-dimensional input tensor and three filters is shown in Figure
2.4.

Mathematically, the discrete convolution between two functions f
and g is generally defined by:

(f ∗ g) (x) =
∑
t

f (t) g (x+ t)

Given a 2-dimensional input image tensor, the convolution operation
between an input array and the filter can be expressed as:
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Figure II.4: convolution operation of a 3-Dimensional image tensor with a 3 x 3 kernel size. The
kernel is convolved across the input tensor, the dot product yields a 4 x 4 feature map[8].

(f ∗ g) (i, j) =
∑
m

∑
n

f (m,n) g (i−m, j − n)

where the input image and the kernel are denoted by f and g re-
spectively. i and j are the indexes of rows and columns of the result
matrix. This generalizes to higher dimensions. The size of the fea-
ture map is regulated by the following three (3) parameters.

• Depth: The depth which is also known as channels is the number of
filters used for the convolution operation. (Figure 2.4);

• Stride: The stride is the number of pixels by which the kernel is con-
volved over the input tensor (larger strides produce smaller feature
maps). (Figure 2.5);

• Zero-padding: Zero-padding involves the insertion of a border of
pixels with value zero around the edges of an input image to preserve
original input size for avoidance of loss of information. (Figure 2.6).
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Figure II.5: Filter with stride (s) = 2.[39]

• Non-Linearization:

Activation functions execute a nonlinear modification on the input
they receive during non-linearization and deliver the altered output
to the next layer as input. The normalization procedure boosts the
network’s non-linearity without changing the convolutional layer’s
receptive fields (an area of the input space that affects a specific unit
of the network). In the buried layer, ReLU activation is frequently
employed for non-linear transformations.

II.3.3.3 Subsampling (Pooling) Layer

Pooling reduces the dimensionality of each feature map albeit preserv-
ing the best information of each feature within a region. The pooling
operation involves computing the maximum, average or sum over a small
window of the feature map. The small window is applied across an image
in different regions determined by a chosen value of stride, and the result
is retained as shown in Figure 2.6 Pooling can be of different types:

• Max Pooling: The max pooling operation computes the maximum
of elements in each region;

• Average Pooling: The average pooling operation computes the av-
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Figure II.6: Padding the dimension of the result has changed due to padding.

erage of elements in each region;

• Sum Pooling: The sum pooling operation computes the sum of all
elements in each window.

Figure II.7: Left side: A pixel size of 224 × 224 × 64 down sampled to a pixel size of 112 × 112 ×
64, Right side: A 4 × 4 tensor max pooled with stride 2 using a 2 × 2 filter size to produce a 2 × 2
feature map [40].
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II.3.3.4 Fully-Connected Layer

The fully-connected layer, also known as the dense layer, performs
classification based on the features extracted by the other layers. The
fully connected layer classifies images by applying the softmax activation
function. The output has a probability of numbers ranging from zero to
one for each classification label the model is trying to predict.

II.4 Learning Process

In a deep neural network, learning refers to the process of optimizing
the network’s weights to minimize the error in an algorithm. An error
function is created to quantify the difference between the desired output
value and the projected output value in order to monitor the progress of
a network. The backpropagation method is used to update the weight
and bias values in relation to the error function.

II.4.1 Backpropagation

The backpropagation algorithm aims to understand how a slight change
in the values of the weight and bias affect the error function. Through
backpropagation, the computation of error terms will proceed backward
from the output layers to the input layers iteratively. The values of the
weight and bias will be adjusted with each iteration until the error func-
tion is minimized. There are many ways in which an error function may
be represented. The choice of an error function depends on the choice
of user or the type of network to be used.

II.4.2 RegulariZation techniques

When given a big dataset to train on, a deep neural network may
deliver excellent results. As a result, if the dataset isn’t large enough, the
network will overfit or underfit the training set. When a neural network
is overfitted to the training data, it loses its ability to generalize and
generate effective predictions on fresh data[32]. Similarly, underfitting
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happens when the model is unable to train due to a lack of data. Some
regularization approaches are mentioned in this part to avoid overfitting
and underfitting in a network. These strategies have been presented to
increase the generalization and performance of a model by modifying an
algorithm.

• L1/L2 Regularization:

L1 and L2 regularization techniques reduce overfitting in a network
by penalizing the loss function as shown in the equations:

L1 : w∗ = Loss (y, ŷ) + λ
k∑

i=1

|wi|

L2 : w∗ = Loss (y, ŷ) + λ
k∑

i=1

(wi)
2

The loss function is updated by the addition of a regularization term
which regulates the values of the weight matrices[33]. The regulation
parameter modulates how strongly weights are penalized and can
be optimized for better results. L1 regularization adds an absolute
magnitude of coefficient as a penalty term to the loss function to
reduce weight values of less important features in the network. L2
regularization adds the squared magnitude of coefficient as a penalty
term to the loss function. These regularization terms can both be
used or employed separately to improve a network’s performance.

• Batch Normalization:

The normalization of an input data to have zero mean and unit vari-
ance is often implemented to speed up the learning process of a network.
Batch normalization is a regularization technique proposed by Szegedy
et al. (2016)[34] to further improve the generalization ability of a
network by

applying normalization to each hidden layer. The batch normalization
technique is executed by applying normalization to every value
from the preceding layer before it is passed on to the next layer[34].
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Each value passed on to the batch normalization layer repre-
sents a batch of values to be normalized. The normalization
process is described thus: Given values from a previous layer for
each observation i in a dataset. The mean and variance are com-
puted as:

µ =
1

n

∑
i

zli

and

σ2 =
1

n

∑
i

(
zli − µ

)
Using these values, Zl normalized as :

z(i)norm =
z(i) − µ√
σ2 − ε

Practically, restriction of activation values to zero mean and unit vari-
ance could limit the network’s optimal performance. Thus, parameters
γ and β are applied to scale normalized values by α and shift by

β such that z̃(i) = γz(i)norm + β

• Drop-Out:

Dropout is another regularization technique proposed by Srivastava
et al. (2014)[21], used to improve a network′s learning capability.

The Dropout process can be applied to both the input layer and the
hidden layers. Srivastava et al. (2014)[35] describe the technique as
a process
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of random selection of some nodes which are dropped out of the net-
work with a chosen probability ‘p’ during the training process. By drop-
ping a unit out, all its incoming and outgoing connections are temporar-
ily removed. The dropout process is performed iteratively, each with
different nodes to be dropped out and formally dropped out nodes re-
stored. By repeating this process, each node learns independently of
other nodes and increases the optimal performance of the network.

• Data Augmentation:

One of the major challenges in the training implementation in a deep
neural network is the lack of sufficient datasets for training the network.
Data augmentation can reduce overfitting and underfitting by artificially
creating new data samples through transformation. The technique in-
creases the size of the training data by the generation of relevant samples
in various orientations and sizes. The transformation process includes
image rotation, scaling, shifting, flipping, etc... In general, data aug-
mentation increases a network’s ability to generalize well.

II.5 Pretrained CNN Models

CNN models of varying structures have been developed to solve image
classification and detection problems.

II.5.1 VGG 16 for image classification

II.5.1.1 Introduction

VGG stands for Visual Geometry Group; it’s a well-known deep CNN
structure with more than one layer. The “deep” refers back to the range
of layers with VGG-16 or VGG-19 along with 16 and 19 convolutional
layers. The VGG structure is the premise of ground-breaking item rep-
utation models. Developed as a deep neural network, the VGGNet ad-
ditionally surpasses baselines on many responsibilities and datasets past
ImageNet. Moreover, it’s miles now nevertheless one of the most famous
picture reputation architectures.
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II.5.1.2. VGG architecture

• Input

The VGGNet takes in an image input size of 224×224. For the
ImageNet competition, the creators of the model cropped out the
center 224×224 patch in each image to keep the input size of the
image consistent.

• Convolutional Layers

VGG‘s convolutional layers leverage a minimum receptive field,
i.e., 3×3, the smallest possible length that also captures up/down
and left/right. Moreover, there also are 1×1 convolution filters ap-
pearing as a linear transformation of the center. This is accompa-
nied through a ReLU unit, that’s a big innovation from AlexNet
that reduces schooling time. ReLU stands for rectified linear unit
activation characteristic; it’s a piecewise linear characteristic on the
way to output the center if positive; otherwise, the output is zero.
The convolution stride is constant at 1 pixel to preserve the spatial
decision preserved after convolution (stride is the variety of pixel
shifts over the enter matrix).

• Hidden Layers

All the hidden layers withinside the VGG community use ReLU.
VGG does now no longer commonly leverage Local Response Nor-
malization (LRN) because it will increase reminiscence intake and
education time. Moreover, it makes no enhancements to general
accuracy.

• Fully-Connected Layer

The VGGNet has 3 completely related layers. Out of the 3 layers,
the primary has 4096 channels every, and the 0.33 has a thousand
channels, 1 for every class.
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II.5.1.3 VGG16 architecture

The wide variety sixteen withinside the call VGG refers back to the
reality that it’s miles sixteen layers deep neural community (VGGnet).
This means that VGG16 is a quite tremendous community and has a to-
tal of around 138 million parameters. Even in accordance with fashion-
able standards, it’s miles from a large community. However, VGGNet16
architecture‘s simplicity is what makes the community extra appealing.
Just with the aid of searching at its architecture, it may be stated that
its miles are pretty uniform. There are some convolution layers accom-
panied with the aid of using a pooling layer that reduces the peak and
the width. If we examine the wide variety of filters that we are able to
use, around sixty four filters are to be had that we are able to double
to approximately 128 after which to 256 filters. In the closing layers, we
are able to use 512 filters.

II.5.1.4. Configuration of VGG16

We can see that there are 2 variations of VGG-16 (C and D). There
isn’t a distinction among them besides for one which besides for a few
convolution layers there is (3, 3) clear out length convolution is used as a
substitute of (1, 1). These carry 134 million and 138 million parameters
respectively.

II.5.1.5 Complexity and challenges

The variety of filters that we will use doubles on each step or through
each stack of the convolution layer. This is a primary precept used to
layout the structure of the VGG16 community. One of the vital down-
sides of the VGG16 community is that it’s a large community, because
of this that it takes greater time to teach its parameters. Because of its
intensity and variety of absolutely linked layers, the VGG16 version is
greater than 533MB. This makes enforcing a VGG community a time-
eating task. The VGG16 version is utilized in numerous deep studying
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photograph class problems, however smaller community architectures in-
clusive of GoogLeNet and SqueezeNet are frequently preferable. In any
case, the VGGNet is a first-rate constructing block for studying functions
because it is easy to implement.

II.5.1.6. Performance of VGG Models

VGG16 incredibly surpasses the preceding variations of models with-
inside the ILSVRC12-2012 and ILSVRC-2013 competitions. Moreover,

the VGG16 end result is competing for the category project winner
(GoogLeNet with 6.7% error) and notably outperforms the ILSVRC-
2013 prevailing submission Clarifai13 . It received 11.2% with outside

schooling records and around 11.7% without it. In terms of the
unmarried-internet performance, the VGGNet-sixteen version achieves
the first-rate end result with approximately 7.0% check error, thereby
surpassing an unmarried GoogLeNet via means of around 0.9

II.5.2 Yolo v5 for object detection

II.5.2.1 Introduction

YOLO is a shortened form for the term ‘You Only Look Once’. This
is an algorithm that detects and recognizes different objects in an image
(in real-time).

II.5.2.2 YOLO history

• YOLO v1

YOLO was the first object detection network to combine the prob-
lem of drawing bounding boxes and identifying class labels in one
end-to-end differentiable network.

12ILSVRC : evaluates algorithms for object detection and image classification at large scale.
13Clarifai : an artificial intelligence (AI) based solution, which helps businesses manage processes related to data

organization,
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• YOLO v2

YOLOv2 made some iterative enhancements on the pinnacle of
YOLO along with BatchNorm, better resolution, and anchor boxes.

• YOLO v3

YOLOv3 constructed upon preceding models by including an ob-
jectness score14 to bounding box prediction, delivered connections

to the spine community layers and made predictions at 3 separate
ranges of granularity to enhance overall performance on smaller ob-
jects.

• YOLO v4

On YOLOv4, it’s far from a two-degree detector with numerous
additives to it. Each factor might be damaged down similarly with-
inside the later segment of the blog.

II.5.2.3 YOLO v5

YOLOv5 is a family of object detection architectures and models pre-
trained on the COCO dataset, and represents Ultralytics open-source
research into future vision AI methods, incorporating lessons learned
and best practices evolved over thousands of hours of research and de-
velopment.

YOLO v5 Architecture
Until now we’ve mentioned techniques used to enhance the version

accuracy and extraordinary components of an item detector (backbone,
neck, head). Let us now communicate approximately what’s used with-
inside the new YOLO.

14the objectness score is defined to measure how well the detector identifies the locations and classes of objects during
navigation.
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• Backbone

A convolutional neural network that aggregates and forms image
features at different granularities.

• Neck

A series of layers to mix and combine image features to pass them
forward to prediction.

• Head

Consumes features from the neck and takes box and class predic-
tion steps.

Models Available in YOLOv5

YOLOv5 contains 5 models in total. Starting from YOLOv5 nano
(smallest and fastest) to YOLOv5 extra-large (the largest model):

• YOLOv5n

It is a newly introduced nano model, which is the smallest in the
family and meant for the edge, IoT devices, and with OpenCV DNN
support as well. It is less than 2.5 MB in INT8 format and around
4 MB in FP32 format. It is ideal for mobile solutions.

• YOLOv5s

It is the small model in the family with around 7.2 million param-
eters and is ideal for running inference on the CPU.

• YOLOv5m

This is the medium-sized model with 21.2 million parameters. It
is perhaps the best suited model for a lot of datasets and training
as it provides a good balance between speed and accuracy.

• YOLOv5l

It is the large model of the YOLOv5 family with 46.5 million
cparameters. It is ideal for datasets where we need to detect smaller
objects.
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• YOLOv5x

It is the largest among the five models and has the highest mAP
among the 5 as well. Although it is slower compared to the others
and has 86.7 million parameters.

Model Name Params (Milion) Accuracy (mAP
0.5)

CPU Time(ms) GPU Time(ms)

YOLOv5n 1.9 45.7 45 6.3
YOLOv5s 7.2 56.8 98 6.4
YOLOv5m 21.2 64.1 22.4 8.2
YOLOv5l 46.5 67.3 430 10.1
YOLOv5x 86.7 68.9 766 12.1

Table II.1: Better overview of all YOLOv5 models including CPU and GPU inference speed and also
the number of parameters with an image size of 640.
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Chapter III

Realization,Test, Results

III.1 Introduction

We give our contribution in this chapter after a review of the state of
the art in computer-assisted systems in breast imaging and an examina-
tion of the various detection methodologies. Our main goal is to create
a prototype of a fully automated digital mammography detection assis-
tance system that can be connected to a digital mammography device
and used by radiologists as a second reader. The main challenge is to
provide the doctor with a high-performance, intelligent, and scalable tool
to increase sensitivity to image readings while highlighting potentially
significant lesions.

III.2 Description of the proposed detection aid system

The proposed system to help detect suspicious areas, such as breast
masses, which automatically identifies abnormal regions on screening
mammograms. It is designed to provide a second opinion, to help rather
than replace practitioners. Our CAD system, applied to a database of
digital mammograms, consists of two parts:

• The first part locates the location of the affected mass using YOLOv5;

• The second part classifies the type of mass, benign or malignant
using VGG16.

54



CHAPTER III. REALIZATION,TEST, RESULTS

Figure III.1: An overview of the proposed CAD.

Where :

Figure III.2: Localization and classification of mass in DDSM database.
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Module 1 : Localization of lesion

Figure III.3: Applying YOLOv5 for mass detection.

Module 2 : Classification of lesion located

Figure III.4: Applying YOLOv5 for mass detection.
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III.3 Presentation of the image database used

Various works dealing with the issue of breast cancer prevention,
through automatic diagnostic assistance systems, make use of mammog-
raphy image databases, some of which are public and others restricted
to individual resear ch groups in the field.

The DDSM presented in [Heath et al, 1999, which is the largest and
most widely used public database. It contains 2620 cases with two images
for each breast, including a total of 10,480 images of all types.

We used 778 images from the DDSM dataset.

III.4 Used tools

Visual Studio

Visual Studio Code is an extensible code editor developed by Mi-
crosoft.

Latex

LaTeX is a document composition language and system.

LabelImg

A graphical image annotation tool for obtaining bounding box coor-
dinates (in YOLO and PASCAL formats).

Google Colab

Colab is a free notebook environment running wholly in the cloud.
Most importantly,Colab does not require a setup, plus the notebooks
that you will create can be simultaneously edited by your team members.
The greatest advantage is that Colab supports the most popular machine
learning libraries which can be easily loaded in your notebook.
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Figma

Figma is a vector graphics editor and prototyping tool. It is primarily
web-based, with additional offline functionality enabled by desktop apps
for macOS and Windows.

Android studio

Android Studio is a development environment for developing Android
mobile applications. It is based on IntelliJ IDEA and uses the Gradle
build engine.

Firebase

Firebase is a set of hosting services for any type of application. It
offers to host in NoSQL and in real time databases, content, social
authentication, and notifications, or even services, such as a real-time
communication server.

Canva

Canva is a graphic design platform that allows users to create social
media graphics, presentations, posters, documents and other visual con-
tent.

III.5 Implementation

III.5.1 Module 1: localization of lesion

First, we’ll take processed mammography images and create.txt files
for each one in this module. Second, we’ll use the data we gathered
to train theYOLOv5 model in order to determine the cancer’s location.
After receiving the results, we discuss them before putting them to the
test.
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III.5.1.1 Construction of dataset

We used LabelImg to label the photographs we intended to utilize
after gathering them.

Figure III.5: Labellmg .

Because the default format is PASCAL, we modify it to YOLO, draw
a bounding box around the ROI, name the label, and save it.
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Figure III.6: Phase of annotation. .

When we save a txt file is automatically created containing the coor-
dinates of the bound-ing box. We must keep our annotations and our
images in the same directory.

.

Figure III.7: Annotations.txt. .

Where:

• 1 : The class id;

• 2 :x (center of the bounding box) ;

• 3 :y (center of the bounding box) ;

• 4 :w (width of the bounding box) ;

• 5 :h (height of the bounding box) .

60



CHAPTER III. REALIZATION,TEST, RESULTS

III.5.1.2 partition of data

We divide the data into two parts: 90% for training and 10% for
validation.

.

Figure III.8: Diagram of divided data. .

where : The images folder contains the mammography images and the
labels folder contains the txt files.

III.5.1.3 Environment Setup

The important thing to notice is that you will require PyTorch ver-
sion 1.5, Python version 3.7, and CUDA version 10.2. The rest of the
dependencies can easily be installed using pip or the requirement.txt file.

III.5.1.4 Applying YOLOv5

• The first step is to enable GPU in colab;

• Then with cloning repository for YOLOv5 on our drive:

!git clone https://github.com/ultralytics/yolov5.git;

• We need to add a YAML file to describe the settings for our dataset;
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Figure III.9: YAML FILE..

Now everything is configured and we are ready to train our YOLOv5
model.

• use the following command to start training:

Figure III.10: Script to start training.

Where:

• img: size of the input image;

• batch: batch size;

• epochs: number of epochs;

• data: YAML file;

• Weights: model selection YAML file. we have chosen “l” .

III.5.1.5 Result

After the training is completed, the model will be saved in our ”Weight”
directory and the resulting matrix diagram will be generated as follows.
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Figure III.11: Result/metrics mAP.

As we can see the model is trained pretty well the mAP@0.5 is almost
0.7 in 40 epoch which is pretty good.

Mean Average Precision(mAP) is the current benchmark metric used
by the computer vision research community to evaluate the robustness
of object detection models.The mean of average precision(AP) values are
calculated over recall values from 0 to 1.

Where:

AP =

1∫
0

P (r)dr mAP =
1

N
∗

N∑
i=1

APi

and
N: The number of classes. P: Precision. r:Recall.
mAP formula is based on the following sub metrics:
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• Confusion Matrix

To create a confusion matrix, we need four attributes:

True Positives (TP): The model predicts a label and matches
correctly as per ground truth.

True Negatives (TN): The model does not predict the label and
is not a part of the ground truth.

False Positives (FP): The model predicted a label, but it is not a
part of the ground truth (Type I Error).

False Negatives (FN): The model does not predict a label, but it
is part of the ground truth. (Type II Error).

in our model:

Figure III.12: Confusion matrix/YOLOv5.
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Where:

Table III.1: Confusion matrix/YOLOv5.

• Precision

Precision measures how well you can find true positives(TP) out
of all positive predictions. (TP+FP).

Precision =
TP

TP + FP

in our model:

Figure III.13: Result/metrics precision.
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As can be seen, the model’s precision is around 0.92 in 40 epochs,
which is rather impressive.

• Recall

Recall measures how well you can find true positives(TP) out of
all predictions(TP+FN).

Rrcall =
TP

TP + FN
in our model:

Figure III.14: Result/metrics recall.

As we can see the recall of the model is almost 0.62 in 40 epoch which
is average.

Note: Before obtaining these results, we made more than 100 at-
tempts.The changement of the results depend principally on the weight
of the chosen pretrained model. This is a comparison between some of
them:
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Where:

Table III.2: Evaluation Metrics/YOLOv5.

III.5.1.6 Testing

To run the inference form, we use the following command.
python detect.py—source sampleimg/−−weightsweights/best.pt−

−conf0.4

Where

• source: input images directory or single image path;

• weights: trained model path;

• conf: confidence threshold.

Figure III.15: Prediction.

Here we used a set of mammography images that contain a
lesion.
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Figure III.16: Prediction 2.

Here we used a set of mammographic images that did not
contain a lesion.

Figure III.17: Prediction 3.

Here we used a set of mammographic images from outside
the DDSM dataset that we did not process and the rest were
in normal size.

Note: The prediction wavered because we used 90% of the
dataset for training and only 10% for validation (because the
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dataset is small, if we had a larger dataset we would split the
train and test set differently).

III.5.2 Module 2: Classification of lesion

III.5.2.1 Data preparation

The dataset is divided into two categories: benign and malignant tu-
mors. We used the three-way data split to divide the dataset for the
training procedure. We separated the benign and malignant tumors in
a ratio of 49:21:30 in the train, validation, and test sets to achieve a
balanced distribution of both benign and malignant tumors. According
to the stated ratio, the benign and malignant tumors in each dataset
were well represented in each collection. We had 1960 samples in the
training set, 840 samples in the validation set, and 1200 samples in the
test set after dividing a total of 4000 samples.

III.5.2.2 Result

The performance of VGG16 model was evaluated using the confusion
matrix, accuracy, precision, and recall. The next figures show the graph-
ical representation of the training and validation accuracies with respect
to the number of epochs for the model.
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Table III.3: Evaluation Metrics.

Where

Figure III.18: The Confusion Matrix/VGG16.
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• Accuracies

Where:

Accuracy =
Truepositive + Truenegative

Truepositive + Truenegative + Falsepositive + Falsenegative

Figure III.19: Training and Validation accuracies.

Table III.4: Evaluation Metrics.
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III.6 Prototype Spiro APP

III.6.1 MOBILE DEVELOPMENT

The process of developing software for use on a mobile device is known
as mobile application development. The number of cellphones in use has
increased by 2.5 billion in the last ten years. Consumers spend 380 billion
on new electronics every year. Each offers applications that make life
easier, such as counting, communicating, and ordering a cab or meals. A
mobile app is software designed for smartphones and tablets running a
variety of operating systems, including iOS, Android, KaiOS, Harmony
OS, Tizen, and others. If it’s connected to remote cloud services, it’ll
almost always need Internet connectivity.

III.6.2 APP IMPLEMENTATION

The Android mobile platform was chosen since it is popular among
smartphone users. Android Studio is the official Integrated Development
Environment (IDE) for developing Android apps. It includes a robust
code editor as well as developer tools. We picked Kotlin as our program-
ming language since it is a cross-platform programming language that
can be utilized instead of Java for Android app development. In 2017,
it was also launched as a supplementary ”official” Java language. Kotlin
is a Java-like language that runs on the Java Virtual Machine.
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III.5.2.1 Spiro logo

Simple logo idea Colors symbolizing the hope of recovery from breast
cancer.

Figure III.20: Logo spiro.

III.5.2.2 . Spiro :UI,UX

Figure III.21: Spiro :UI,UX .
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III.5.2.3 Models integration on a mobile application

Figure III.22: Spiro application Development workflow.
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Figure III.23: Spiro application’s Life Cycle.
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III.7 Conclusion

We demonstrated the tools we utilized in our research, how we im-
plemented YOLOv4 and VGG16 on our custom dataset, the challenges
we experienced with the original image size, and our final findings in
this chapter. We didn’t get high scores due to the lack of a powerful
computer and the need to use Google Colab, which only allows access to
the GPU for 12 hours straight, but we were able to get an accuracy of
70 percent in YOLOv4 and 88 percent in VGG16, which I felt was the
result of Respectful given all that is described above.
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General Conclusion and Prospects

General conclusion

We set out to create a ”Computer-Aided Diagnostic” (CAD) Diag-
nostic Support System to aid in the early diagnosis of breast cancer in
this project. We had a lot of problems using our resources because we
didn’t have a powerful machine or a strong GPU, but we did manage to
create a diagnostic support system that identifies malignant lesions in
mammograms. We didn’t get very excellent results, but with the cor-
rect machine, GPU, and dataset, we could obtain pretty good accuracy.
We’d like to have better results in the future, so we’ll concentrate on im-
proving accuracy and detecting other sorts of lesions (malignant, benign
and normal).

Perspectives

Improvements can be made to our solution in order to improve it.
Among the most relevant:

• Increase the volume of processed data;

• Increasing the amount of resources;

• Création d’un système de connexion d’empreintes digitales;

• Programming the app mobile prototype;

• Connecting the application to the mammogram device;

• Get a desktop app;
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• Writing and publishing a scientific article;

• Giving more credibility to research by trying to contact the Ministry
of Health and presenting it to it.
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