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Abstract

In the current work, dispersion interactions between nanoparticleshanefffects
different parameters (size, Geometry, interparticle distanetardation and many body
forces) were investigated. The effect of particles' gepmetstudied by comparing three
basic shapes: cubic, cylindrical and spherical. The results showftbet of geometry is
significant for interparticle distances less than 20% of particles radies.efarded van der
Waals interaction energy is also investigated, and it was shiwatrthis effect is highly
dependent on particle' size and shape as well as the distance. A modified model edpropos
for extremally small nanoparticles R0 nm). We used the coupled dipole method and then
from the Trace formulism of this model we introduce a newhalje formula of the
interaction energy between identical nanoclusters. Furthermore, A representation
using graph theory is also used to represent each mode of intedmriiced from the new
formulism. These graphs were used to derive the formula for mibtehaction energy in
a form of a series which was proven to be equivalent to thegesieloped from more
complicated methods such as perturbation theory in quantum mechanicésoNeze
studied the interaction between two chains of atoms, with two gdoatetonfigurations
parallel and colinear. When our result is compared to that whishcalaulated from the
pairwise summation method, we find that many body interactionsaaignificant effect
on the overall interaction.

Keywords. Dispersion interactions; van der Waals forces; many-body $p€eupled
Dipole Method; Nanopatrticles
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INTRODUCTION

One of the most promising aspects of modern material sciences and applied physics
is that which involves the study of nanosystems that exhibit unique properties and
surprising interdisciplinary applications. Nanoparticles been a smple nanosized
materia is similarly under the focus of many researchers for various fields, and their
applicationsand presencein our daily livesisinevitable, whether as part of the products
which we use or as hazardous unfortunate biproduct of natural phenomena or
technological machinery. Therefore, and inspired by these facts, it is highly recognised
in the scientific community that there is an urging need to study and understand the
dynamics and interactions between nanoparticles and their environment, that is for the
aim of better controlling and predicting how these interactions effect their behaviour.

Thus, the first chapter of this dissertation would be dedicated for setting up a
prospect on nanoparticles and their different aspects starting from their originsand their
applications and their toxicologica aspects, where we recognise that these aspects are
al influenced by the interactions which take place between particles themselves and
between them and the environment. These interactions are defined and classified in the
end of this chapter. Since the only interaction mode which is considered in our work is
dispersion or van der Waals forces, the second one is atheoretical study of dispersion
interaction between molecules thus understanding the origins and different aspects of
these forces which are the focus of our work.

Thethird chapter is a study of these interactions between macroscopic bodies where
we survey the existing modelling approaches, then use the simplest of those which is
the pairwise summation approach to study the effect of geometry of particles on the
intensity of these interactions, and study how the retardation effect isinfluenced by the
different geometrical aspects of nano-particul ate materials. And in the last chapter we
start from the coupled dipole method and further continue with simple algebraic
manipulations in order to develop a model that can help us to study many-body
interactions individually and we also attempt to propose an innovative coupling
between this physical model and the concepts of graph theory and develop a
representation that can be used for both understanding the many-body interactions and
calculating them, and study the many body forces for an example of linear chains using
the developed model. And thus, complete this modest work with an intention of creating
an elegant and meaningful work. We should also emphasise that this work -being a
simple effort- presents an initiation to the subject on which other researches shall take
place in the future.



CHAPTER 1: Introduction tanoparticles and nanoparticulate materials

CHAPTER 1

Introduction to nanoparticles and nanoparticulaggemals

“What we have to discover is that there is no safety,
that seeking is painful, and that when we imagine
that we have found it, we don't like it.”

Alan Wilson Watts, The Wisdom of Insecurity: A
Message for an Age of Anxiety.

1. Definition of nanomaterials:

Nowadays, Nanomaterials is a highly recognizea tehich is defined by The International
Organisation for Standardisation as a ‘materiahwvaity external dimensions in the nanoscale
or having internal structure or surface structureghe nanoscale’. The term ‘nanoscale’ is
defined as the size that ranges approximately ftonm to 100 nmKig.1.1) [1-3]. And the
European Commission (EC) in 2011 defined it as &ural, incidental or manufactured
material containing particles, in an unbound statas an aggregate or as an agglomerate and
where, for 50 % or more of the particles in the bensize distribution, one or more external
dimensions is in the size range 1 nm-100 nm”. Yetesboth definitions are either ambiguous
or too elaborate to some sense, a more precise@mdse definition would be as follows
“Nanomaterials are materials having at least oreattteristic length scale in the range 1-100
nm, and with at least one property is considerdiffgrent from that of the bulk counterpart as
a result of the nanoscale dimensions”, therefoceidmg on the importance of the nanosized
scale on changing some if not all of the mateniapprties[1].

Molecular : Nanostructure : Microscopic Macroscopic

Water  Diameter Hep-C Red Diameter Lengthofa  Average

molecule of virus* blood ofhuman  hoysefly 4 year-old
carbon cell hair child
nanotube

AORRR%

9

<

Figure 1.1: The size of nanoparticles compared to biologioéities with the definition of the
range of “nano” and “micro” sizg§].
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CHAPTER 1: Introduction to nanopatrticles and nanoparticulate materials

Nanomaterials come in different manifestations and types (bioreiedais, nanostructured
materials, nanoporous materials...), however if the dimensions of sumtihje considered,
three types are defined [1] :

Three-dimensional (3-D)nano-materials with all dimensions less than 100 nm
are mainly called nano-particles or nano-pores if the objewrsscaled pores
embedded in a larger structure.

Two-dimensional (2-D) nano-materials where two of its dimensions are less
than 100 nm (nanorods, nanowires, nanotubes).

One-dimensional (1-D) nano-materials that have only one dimension
(thickness) less than 100 nm (eg. thin films, nanoplates).

Since the focus of our work is the behaviour of nanoparticles whichdeéred above, we
shall embark on a more elaborate survey on the different aspelcteamifestations of these
materials. Additionally, it should be stated clearly that; AltHodigis type of materials is
considered as a highlight of modern technology and research, yet nanhepheve been used
throughout the history back to the ninth century BC in Mesopotamia \ilieyaused similar
materials to obtain the glittering effect on the surface of ceramic s43sel

2. Classification of nanoparticles:

There are many types of nanoparticles that can be recognizsdi draslifferent criterions
(Fig.1.2):

1.

Origin: even though the term nanoparticles is currently attached ymfostl
nanoscale particles that have anthropogenic origins (syn¢ldas lab), there are
many nanoparticles that come naturally from geological, cosmiweather-
dependent phenomena, which produce fairly considerable amounts of particulate
materials containing nanoscale particles. These nanosigedgsaare introduced

into the ecosystem from volcanic eruptions [8], disintegratingeonigé¢s ingoing
earth’s atmosphere, gathering cosmic dust or particles boostkd air by air
currents generated by storms or strong winds [7].

Chemical composition: Where we recognize three major typ@sorganic,
organic and biological elements. There are also nanoparticles which are
composed of different materials. moreover, Synthesized nanomaterialsiing
nanoparticles) can also be classified based on their composition mboisva
classes includingmetals metal oxides carbon and semiconductors
nanomaterials[9].

Morphology: Where aspect ratio flathess and sphericity are the major
characteristics which are considered to classify nanopartinlése basis of their
morphological character. They can be classified into two catesgdrigh and low
aspect ratio particles [9].

Uniformity and agglomeration: Although nanopatrticles are intended primarily

to be dispersed and suspended in a gas or as colloidal particles, yet thelchemica
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CHAPTER 1: Introduction tanoparticles and nanoparticulate materials

and electromagnetic properties of some of thesematerials might lead to the formation of
clusters and agglomerates due to the interacticre$oexerted between particles [9-11]. For
example, magnetic particles tend to form clustars tb their magnetic interaction. This
characteristic of nanoparticles and particulate emats, in general, urges the study and
understating of the interaction responsible forrthgglomeration.

3. The difference between bulk and nanoscale mataticharacteristics:

While bulk materials have size independent and teomsphysical/chemical properties,
nanoparticles show a great different behaviour frisnbbulk counterpart, with properties more
or less dependent on the size of the same magdrihk nanoscale [7]. There are two major
causes behind these dramatic size-dependent clizRpes

1. Surface effects Since the fraction of atoms at the surface ofoparticles is
higher when compared to it in bulk materiaBig(1.3.9, and having a
significantly larger surface area and higher nundfgrarticles per unit mass [7,
9], for example a carbon micropatrticle of @@ diameter and with a mass of 0.3
ug has a surface area of 0.01 fawhile the same mass of the same material
consisting of nanoparticles of diameter of the o@fé0nm has a surface area of
11.3 mntalong with 18 particles. This dramatic increase in contact serfarea
gives nanoparticles an interesting behaviour whveeenotice an increase in
contact surface-dependent properties like chemezdtivity, optical, electrical
and magnetic properties [9]. Moreover, it mightdiéa radical changes in some
of these physical and chemical or mechanical cleniatics in a way where we
notice the emergence of new properties that diégxist before [9, 12Fig.(1.3.b)
shows the change/decrease of Gold melting temperatuhe nanoscale[9].
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Figure 1.3 : (b) The variation of surface area per mass plattdédnction of particles'
diameter, (c) the variation of gold melting tempera with respect of particles’ diame{6i.

2. Quantum effects:Nanoparticles behave like molecules and atoms wiheeeto
guantum confinement in materials, they display ai$iuous spontaneous
physical characteristics [7, 9, 12], such as tlserdie energy level structure
noticed in the caseanocrystals ifrig.(1.4)
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Figure 1.4 : Evolution of the
energy level structure from a
hypothetical diatomic molecule
to a bulk semiconductor. Where
Ej¢ andEg indicate the energy
gaps for a nanocrystal and a bulk
material, respectively (CB =
VB conduction band, VB = valence
band). Reprinted from Ref.[4]
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Moreover, It has been established repeatedly amtlasively that materials display
different physio-chemical properties at the nanlestdaen when they are bulk substances, at
this nano-level, "it is fairly expectable to sagtlgold is not gold and platinum is not platinum"
and any material is not what we know is [13, 14].

Another remarkable example of the unique propediesnoparticles which are originated
from the quantum confinement effects is the inniseatiechnology of quantum dots where it is
remarkably noticed that the electronic behaviouresy similar to single atoms, thus having,
for example, discrete quantized energy spectrum @@jantum dots also might present the
property of having a magnetic moment, even in ntethat are not magnetic in bulk size, this
quantum confinement effect also results in the tfieation of electrical charge transfer
(donate or accept) [12], and many other strangpeptes from the quantum world [13].

4. Synthesis methods of nanoparticles:

Nanoparticles / Nonmaterial's synthesis can beizezhlusing numerous techniques.
Nonetheless, all those techniques have distingtitved approaches that have been used since
the ancient times [15]; Top-Down and Bottom-up roeth:

Although there are many different methods of sgatfing nanoparticles, yet all those
methods have the property of obeying certain camtitthat should be present for the technique
to be efficient. For example, there must be a awmrable control of the size, size distribution
and shape of produced particles also of crystacstre and composition distribution. lower
impurities must be insured in the structure of Bgsized particles. there must also be a careful
control of the formation of aggregation and aggloates. And a high mass production, scale-
up without forgetting the economical urge of havioger costs.

4.1. Top — Down:

Else know as breakdown method: where a solid isadmed by applying an external
mechanical force that breaks it down to smalletigas [15]. Generally, mechanical size
reduction methods such as grinding and millikgg (1.5 have been widely employed to
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generate nanoparticles. These methods are théidrediapproaches to produce fine particles
and they have been able to generate nanopartiol@srhinerals such as clay, coal and metals.
To avoid particle aggregation in the course of shee reduction process, the grinding and
milling operations are often carried out with cadla stabilizers [16, 17].

a b c

Figure 1.5: Schematic representation of the direct milling pquent: (a) attritor mill, (b) pan
mill, and (c) roll mill (the figure is reprinteddm [17]).

4.2. Bottom-Up:

Also called the build-up method: here nanopartielesproduced by atomic transformation
or condensation of atoms of a fluid phase matte}. [This approach includes various methods,
for example, gas phase synthesis using flame psiolfthe mechanism of this method is
demonstrated as an example casd-im(1.6), high-temperature evaporation, and plasma
synthesis, microwave irradiation, physical and cicahvapour deposition processes; colloidal
or liquid phase methods in which chemical reactionsolvents form colloidal particles, and
molecular self-assembly [16] which is very intemggto our work since it is depends strongly
on the intermolecular forces acting between mokscul

nanoparticle: O

Pl

Agglomerate

Nuclei O

I

Molecules Aggregate

Figure 1.6: Mechanism of nanoparticle production using vagzhase or liquid phase/
colloidal methods, where the starting moleculesyareerated respectively either by
vaporization or by chemical reaction/precipitatidhe resulting nanoparticles may form
either agglomerate which can be re-dispersed owdigpersible aggregate clusters[16].
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5. Applications of nanoparticles:

Nanoparticles offer tremendously countless possibilities of applicationiousdrelds like
electronics, biology, medicine, optics, photonics, communication and oft8rsapd that is
due to the peculiar properties that these particles have [18]. It might be impéssiack the
entire spectrum on which the nanotechnology can be applied, yet weomeaitne of the
promising fields of applications of nanoparticles:

a. Nanoelectronics: nanoscaled/molecular electronics have the same role as
conventional electronic devices yet with new features and eatpeatision [18-
20]. an example of a nanoscale electronic device are nanosensdrpumigally
can translate certain molecular properties into electiigahks. For this aim, many
nanoscale materials have been investigated in order to hopefullgdeousreate
novel nanosensors [18, 21, 22]. A very interesting example of nanoelectronic
devices demonstrated within scientific literature in manyameseworks is the
application Single-wall nanotubes (SWNTSs), and multiwall nanotubesNIV&Y
as basic construction blocks of gas, strain or thermal nanosensors [23-27].

b. Nanobots: since the publication of Eric Drexler's book “Engines of Creation”
1986 this term nanobots signifying “ microscopic robot used in nanotechnasgy”
the Webster's New Millennium™ Dictionary of English defineshits subjected
became the highlight of academia, as well as a public dg2féjteThe potential
applications of these nanoparticles are limitless; as thelgeased for the delivery
purpose of therapeutic agents, early detectors of and perhaps psotegdorst
diseases.

c. application in biology and medicine:the relatively small size of nanoparticles
compared to cellular size makes it theoretically suitableuk® as probes of
biological cellular machinery [29, 30]. And from the list of properti&s
nanoparticles, it is mostly the optical and magnetic propertiebdla been applied
in biology and medicine [30].

6. Nanoparticulate materials:

Nanoparticles as a discrete amount of matter do not exist individuallyoftrohthe cases,
rather they exist as a collective ensemble of particles which wearaparticulate materials.
This type of material can be defined as every material constituted by indinahaparticles
where the collection acts as a fluid in most of the case[31, 32].

We shall consider the following classification which is basedwan characteristics, the
distance between particles and the medium in which these pmdreleispersed, consequently
we distinguish that there are three classes of particulate matefinbsddes follows:

6.1. Nanopowders:

Nano-powders are ultrafine powders which consist of nanoparticlés thhe distance
between neighbouring particles is extremally small. This tfpmaterials is currently receiving
an increasing noteworthy attention in a wide spectrum of fields such as microécamrats,

8
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materials manufacturing, medicine and biotechngl@mergy and the environment [33]. We
distinct some of the important current applicatitmend in daily life and they are as follows :

e Catalysts

e Solid Rocket Fuel

e Magnetic tapes & fluid
e Targeted drug delivery

e Metallic paint

e Sintering aids

e Transparent polymers
e Synthetic Bone

Figure 1.7 : Aluminum Nano powder
constituted by spherical nanoparticle with
radius ranging from 40 to 60 nm (the picture
is taken fromwww.ssnano.conas a product
photo under the product number 0220XH).
these powders are used mostly as energetic
nanomaterials/Combustive catalyst [5].

6.2. Nano aerosols:

An aerosol is a suspension of fine solid or ligp&dticles in a gas medium [34]. This type
of materials is characterized by a relatively ladggance between the constituent particles.
Although the definition of aerosols includes liquiparticles[34], leading to the
generalization of the term nanoparticles to inclbdéh soft and hard matter, nonetheless in
this work our focus would be mostly on hard nantpkes.

Aerosols are present in our daily lives whetheruraty as dust clouds or as a
misfortunate product of the human technologicaleasp like smoke coming from cars or
generally combustion engines. Additionally, thesatenals have many important and
surprising applications; the simplest of thosenis application of nanoaerosols and aerosol-
science to study and develop drug inhalers whielsgmt a very widespread method of drug
delivery [35, 36]. Another none evident applicataf these materials is that they are used by
the military as a delivery mechanism of biologie@rfare agents, such as clouds of toxic dust.
The other side of this application in the militasythe urge to design filters which will protect
military personnel against these toxic clouds oéfparticles [34].

6.3. Nano colloid:

The term nanocolloids is relatively recent whergseiéms to have surfaced in the scientific
literature in mid-80s of the past century, with finst mention in a patent was in mid-90s [37].
nanocolloids or Colloids on general can be definevasy material that is in particulate form
constituted by discrete entities of compounds & @éimorphous or crystalline state, either

9
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organic or inorganic, whereby these entities are dispersed/suspeiticiada fluid medium.
This suspension is a result of the net repulsion forces that praverdcroscopic phase
separation (for example sedimentation) during a “practically useful” pefibahe [37].

Since we are concerned only with materials inside the narns liamother condition is added
to the definition of nanocolloids, where the average particlessigaracteristically in the 1-
100 nm range. This results in a huge surface-to-volume ratio of nasidsdls stated before
for nanoparticles in general, which ensures contact of a laegeentage of the particle's
constituent atoms with the surrounding liquid [37, 38].

This type of materials is widely used in various domains especially in phautics where
we find many medical products in the form of colloidal suspensidngl tlue to their
importance, it is extremely necessary to understand and contiatehactions between these
particles which are responsible to the stability of such products, that igts@sesforces if not
controlled might lead to the agglomeration of nanoparticles withinmadium and thus
jeopardizing the quality of these colloidal suspensions [37-40].

7. Nanotoxicology:

Due to the widespread of nanoparticles implementation in evedydieour daily life as
much as in the research environment, this emerging type of aisitagcame one of the biggest
evolving research and economic domains in the modern world [41], whichihergeientific
society to inspect the environmental risks and hazard cominglfewarying and developing
exposure to nanoparticles [42].

7.1. Exposure to nanopatrticles:

While nanomaterials embedded in other bulk materials have no considesébte be
hazardous or even been exposed to at dangerous levels, except for bio-pasdesnthat
have tendency towards degradation [43], which might ultimatelytte@deasing the embedded
nanoparticles into the environment. Accordingly, what is most stiagefor nanotoxicological
studies are free nanopatrticles that have the ability to enteuthan body and other ecological
entities, and thus present a possible toxicological hazard to those biologiealsj43] .

The exposure to nanoparticles can either be in the industrial envirqgranghe works are
exposed to these materials during the manufacturing process thar¢éhavolved in. also
when these products are introduced to the consumers, they on their kbeexiposed to these
dispersed patrticles in the environment, through air, water or food,rdipd dpelow shows
different roots of exposure to nanoparticles [43].

When it comes to studying the toxic effects of nanoparticlesst rof in vivo studies
concentrate on studying mammalians, with a great focus on hazesidg from the exposure
to inhaled particles through the respiratory system, yet @rerether tracts that should be
considered like the skin and the gastrointestinal (Gl) tracts [44].

10
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Figure 1.8: Nanoparticles exposure channels from manufactuangilization [6, 7].

7.1.1. Exposure through the respiratory system:

When particles are suspended in air they tendk tlae easy way inside the human body
and enter the respiratory system through mouthasd [43]. So in the case of the toxicological
studies, it is essential to have enough knowletigeitethe mechanisms and roots of deposition
of these particles in the human corps when entéhiraygh this tract [44].

Nanoparticles behaviour in the respiratory tract lsa summarized in two possibilities they
either deposit in the system and thus presenthmgard to be toxic and produce inflammation
or pulmonary dysfunction [44], or they can reacle thlveoli Fig.1.9, thereafter the
translocation to the respiratory system these gestiwould be transported to other organs in
the human body via the bloodstream [43, 45]. anoplessibility is that these nano-scaled
particles and through olfaction get transportedatly to the brain [36, 46].

The mechanisms of deposition of nanoparticles aoelp understood, yet we recognize that
the main mechanism is originated from particlesudibn as they collide with air molecules
[44]. These mechanisms can be studied using egRkperimental approach or complex
computational simulations [47]. Modelling techniguere more preferable since they are non-
invasive, non-destructive and more important theyraproducible and can be replicated as
many times as needed [47]. Analytical/numerical ei®dan compute deposition efficiency at
a total scale or by region [48-5Hig.(1.9) shows a simulation result regarding the deposition
of particles of different sizes from micronic tonugarticles, and it demonstrates that whilst
large micronic particles tend to deposit the nagddaryngeal and laryngeal regions,
nanoparticles on contrast are more likely to rehehalveolar capillary bed region and then to
the bloodstream [44].

We should also recognise that the recent modeldeargloped to study the flow of particles
using the methods of two-phase fluid dynamics, ihiclw the need to incorporate the
interactions between patrticles is crucial to acdshmg more realistic simulations.
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Figure 1.9: Prediction of the deposition of nanopatrticles in different parts of the respiratory
system during inhalation through the nose [44].

7.1.2. Exposure through the skin and Gl tract:

Although the respiratory system present the major source of nactgsekposure to the
human corps [53], yet the properties of these particles giedaithe possibility that they can
penetrate the skin into the internal organs, and thus presenting tibkieof been hazardous
[54, 55]. Although the skin with its composition presents a large defergan yet several
studies have shown a deep penetration of small nanoparticles tmaatelyn might get
transported via translocation to other organs through blood [11].

Nanoparticles that reach the gastrointestinal tract either tavepossibility of been
originally injected by respiratory system clearance ofdahgsticles via mucociliargscalator
[56], additionally they can reach the Gl tract through water, fodldeyr can be injected as part
of drugs or as drug delivery devices [44].

7.2. Risk assessment:

When the toxic hazard of nanoparticles is inspected Differemosiehave been proposed
and investigated in the course of nanotoxicological studies’ developimenpost used in vitro
method, is the study of the toxicity of nanomaterials in cell culture[9].
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7.3. The toxicology of nanopatrticles:

During the usage materials on general present a possibility otdederno the environment
they are used in, the same possibility exists in the casenopasicles, yet nanoparticles and
are dramatically different due to their specific featued ability to reach remotely inside the
biological system then the bulk material can [10, 44]. These dbastics urge the scientific
community motivated by environmental concerns to investigate thoroaghlyarefully the
toxicity of these new materials[10]. The investigation and ass&#s of the possible
toxicological hazards of nanoparticles in the literature, is fountetayenerally done by
grouping results into four categories based on the type of aherial (Metals, Metal oxides,
Carbon-based nanoparticles, Quantum dots)[57]. For demonstration, wersihdkke two
examples of these types.

8.3.1. Metals:

Because metallic nanoparticles present one of the most usesksclag engineered
nanomaterials, there an urging need to study and assess the presence dkdcanc fmzards
when these particles interact with biological systems[6]. &titbugh the mechanisms of this
kind of interaction between nanoparticles and living organism ar@atitly understood, yet
the growth of such research trend is ever thriving, and every day data are fed into the
scientific corps concerning this subject [11].

As we find in literature the most studied nanomaterial inciéss (metals) argold
nanoparticles, and although bulk gold has been considered always taféeraterial, yet due
to the unexpected characteristics of these particles, rraagnch groups undertook the task of
investigating the cellular toxicity and uptake of these paxicl9, 14, 58-61]. Gold
nanoparticles have been found to be more taken up by cells when igtatizann the range of
50 nm , also nanospheres have been found to be more up taken then nano-rodesl¢62], whi
even when particles are taken up by cells, nanogold particlds different surface
modifications present no toxic hazard [63], It was also noticedptrtitles aggregate outside
and enter the cell as an aggregate, yet no toxicity observedag\elohg exposure (48h). The
same result has been stated by [58, 61, 63].

Yet although a considerable number of research papers hawt thatabsence of gold
nanoparticles toxicity, nevertheless we also find many astieleich state the opposite, for
example, these particles have been reported of been cytotoxidiantiae carcinoma lung cell
at specific particle concentrations [59]. Although we have found in a recerd arteference
to the possible evidence of the extreme gold nanoparticles' yofacitertain small particle
sizes [60], nonetheless after examining literature on the subject we firaltkimatgh there are
certain condition where these particles can be hazardous tth lesgdecially at high
concentrations yet the evidence of the general nontoxicity of AUNPs is mucltongpelling
although there are special instances where this case does not hold .
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Piccinno et al. reported that Silver is the most produced neetaliiomaterial by the year
2012, which urges to study their toxicity, moreover they demonstratedat high-level
exposure to these particles results in the medical condition knoavgyag [64]. On the other
hand a low exposure leads these nanopatrticles to deposit on thedséther parts of the body
which might for some people lead to rashes, swelling and inflaiomi&5], also the high level
concentration of silver nanoparticles can cause breathing problenash&ngroblems related
to the respiratory and the digestive system. Additionally, it beas reported that among a
group of different metallic and other elements, solely nano-s#duadrnano-copper particles
presented in all tests a toxic behaviour in aquatic organisms [57, 65-67]

8.3.2. Metal oxides:

Metal oxides are reported to be the most produced nanomateredsnartd [64]. They are
used in a wide spectrum of applications, like the cosmetics indpbiymaceutics and other
aspects of human dalily life. the widespread of these particlessnitanecessary to investigate
their toxicity, and assess the risks they present on the enviroanteaspecially on the human
health [9].

The uptake and toxicity of metal oxide nanoparticles have been gatestby several groups
whom have demonstrated that 7i2-5 nm) aggregate in the exposure room and then when
they studied the lung response to the exposure of these aggregatesitown that they cause
a minor inflammatory response in the necropsied with the possibilityecovery after
exposure[9, 68]. Ti@have been showed to produce an increased oxidative stress at higher
concentrations [69]. the cytotoxicity of TiChas also been reported [70], with the creation of
reactive oxygen species (ROS).

A comparative study of the toxicity of bulk ZnO , Za&hd ZnO nanopatrticles have showed
a comparable toxicity with a concentration value neargoBn/L [71], also the toxicity of ZnO
nanoparticles to various bacterial systems and human T lymphocytes, havebetenl [@2].
Moreover CuO particles have been established to be the most cytatowiell as they produce
DNA damage and oxidative lesions when compared to different matsokTiQ, ZnO,
CuZnFeOQ4, Fe04, FeOs), and ZnO nanoparticles have been found to produce a cytotoxic
behaviour and DNA damage while other type of materials have shown atobest lower
toxicity[9]. another study demonstrated that nano-ZnO particlenare toxic when compared
to TiO2, CeO2 nanoparticles [73].

A study done on 24 different nanoparticulate materials have beertakidgruunder similar
conditions, and conveyed that copper and zinc-based materials weresthxic among the
tested materials, while other materials showed lower andxio behaviour [74]. However,
research into the toxicology of nanoparticles is in its esidges compared to the broad subject
of toxicity, and so much more work is needed before any generalisedadiens can be made
regarding nanotoxicology [75].
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8. Cohesion forces:

When we come to study particulate materials, we recognize that the geairtlaat defines
the features of their behaviour is the interparticle forcet @kt between the individual
constituents. By studying these forces we distinguish two clagsésed with respect to the
distance range in which these forces take place [32], and they are as follows:

» Contact forcesexist due to direct contact of particles with each other, and
they manifest in the form of torque in most cases[76].

* Non-contact forcesact at a distance and they are differentiated into three
types. dispersion, electrostatic and capillary forces [77].

8.1. Dispersion forces:

These interactions otherwise known as van der Waals or Cagigesfare an important and
an interesting aspect of the intermolecular interactions dineitounique quantum origins and
their presence between any two neutral objects. The discussioir afrifi@s and some of the
aspects of their modelling processes are the subjects of the followsegctiapters.

8.2. The electrostatic forces:

The electrostatic interactions between individual particles come temeséstvhen handling
particulate materials mainly due to three processes whichgmath charging those particles
electrically[78, 79]:

» Friction between particles with what is called ‘triboelectrification’
» Contact charging.
* Columbic interactions.

The understanding of these interactions is interesting for many iiadlagiplications like
the pharmaceutical domain especially concerning the efficiendyygbowder inhalers [79],
electro-photography [80] and others, yet these interaction foemebe disadvantageous, as
they can be the origin of explosive behaviour of powders.

There are two different manifestations of this type of fothe;first is the formation of
double layers in the case of colloidal particles [81]. Yet whercovesider the case of dry
particulate materials, the electrostatic interactions amlgnstudied using the image charge
model approximation [82]. However, the simplest model of the interaofitwo particles with
chargesgiand g, at a distance ,dis given by the conventional coulomb equation for the
electrostatic force [79, 83-85]:

_ q1-92
e~ Arme. d? (1.2)

Wheree is the permittivity of material in which particles are immersed.
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8.3. The Capillary forces:

If the granular material contains a fair amountaofiquid phase this liquid inclines to
accumulate in the spaces between the adjacentlpartivhere it would form what is known as
liquid bridges [86]. This type of adhesion and cbe force is very interesting since it can be
controlled by regulating the amount of liquid preisie the targeted granular material [76]. This

force has two components [76]; the surface tenfsimre F; and the capillary pressure forﬁg,

which presents the product of the pressure diffexemd the liquid-vapor interface surface. the
capillary force thus is given by the following retan [87] :

F,=F, +F,=r2APm+2r ycosa (1.2)

Where r is the radius of the meniscuss the deviation angle of the interface from tioenmal
direction of this cross-section ar® is the reduction in pressure within the bridgeénwespect
to the pressure outside and it is given approxipatgh Laplace equation as follows [76, 87]:

AP = V{i _i} (1.3)
R R

Wherer; is the out radius of the bridge curvature agds the inside radius as it is shown in
Fig.(1.9).

plate

xVv

Figure 1.10: An idealized representation of liquid bridges bedw (a) two perfectly spherical
particles, (b) a spherical particle and a flat @cef[87].

Moreover, it is essential to notice that the mastdgon of these different forces is very
dissimilar, many studies have been conducted tgeaoethe contribution of these forces to the
total interaction [76, 82, 85, 88, 89], and it wasticed that for nanoparticles in dry
environments (no capillary) the van der Waals feia@ dominant. Since the focus of this study
Is the interactions of dry nanosized particulatéemals, only dispersion forces are studied in
this work.
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10. Conclusions:

In this chapter we have discussed the different aspects of the atddtechnology of
nanoparticles, we have also reviewed some of the toxicologicattagf¢hese materials which
put the subject of our work in perspective, and we emphasised the impafamzlerstanding
the dynamics of the interactions between those particles in wrg@edict and control the
behaviour of these particles for better applications and better safety controls.
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CHAPTER 2:

Dispersion interactions between molecules

“Speak English!' said the Eaglet. 'T don't know the
meaning of half those long words, and I don't believe
you do either!”

Lewis Carroll, Alice in Wonderland.

1. Historical background

As it is accustomed in scientific writing, the study o¥ @ubject must be proceeded by a
historical account of the timeline on which this subject had evolvesl ofigin and nature of
intermolecular forces have been investigated since the atopith®gis was first introduced
into the corpus of scientific inquiry. within this picture of the matevorld, it is stated that the
nature of bulk matter can be explained returning to its microscapistituents namely
molecules and atoms. When such an approach is applied to explain expeakiata collected
on materials and more importantly on gases, the need for a hettlerstanding of
intermolecular forces was strongly recognized and emphasizetic kireory in its prime days
was formulated by regarding molecules as hard objects withoutdeoimgj any long-range
interaction between them. This model was fairly successful plagwng some simple
properties of gases, Boyle's and Charles' laws, and even wsamagithermal conductivity. Yet
when this model was used to explain the detailed behaviour of res, gapecially when it
came to the critical problem of why real gases did not obeyideal gas law. Thus It was
recognized that a need for a more realistic model was craiethkhis it should involve the
existence of a force field between the constituent moleculesewhaoge is greater than their
dimensions [2].

The Dutch physicist J. D. van der Waals (1837-1923) attempted to savadbiem by
considering the effect of an attractive force between moleeutten modelling the behaviour
of real gases [1]. And In 1873 he arrived at his well-known equatictaté for gases and
liquids (Eq.2.]). in this model, b is subtracted from the total volume to accounhéofinite
size of molecules, and correction term @iy added to the pressure P to account for the
attractive intermolecular forces which now we recognise ancerasthe as van der Waals
forces [2-4]:

(P +a/\/2)(\/ ~b)=R.T 2.1)
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At Columbia University, influenced by the suggestion of Debye, S.@\gVi&] used the at
that moment new wave mechanics, and thus proposing a simple modehiofod hydrogen
atoms as the two electrons of the atoms oscillate within the same plame f@)nd using this
approach that there is undeniably an attractive force at lag@cks compared to atomic size,
with a potential energy that varies as the inverse-sixth power of distance, vidéhe atomic
separation. the model proposed thus is found to be written in the following general form [2]:

U=-C, > (2.2)

Although his predictions offered no real interpretation of the phenomenonyéotie
result which he obtained was crucially important since it hashfoffirst time demonstrated,
that according to the new quantum mechanics two neutral atomsnwgtermanent dipoles)
exert an attractive force on each other [2].

The simplest theoretical description of this force was proposed at@yrbly London [5]. It
was based on a model of an atom or molecule that act as a Doiltg#aysthe oscillation of
electrons generate instantaneous dipoles along with higher multipdiese the London
dispersion energy is only the first term of this multipole exparseries of the attraction energy
demonstrated as follows [2, 6]:

Cy C, C

P (2.3)

E =

Later these forces started to be approached for macroscopic badies, at calculating
these forces at a macroscopic scale. The famous and mosiaitedd was that which was
proposed by H.C. Hamaker in 1937 [7]. In his model he integrated over ativrse sixth-
power potentials of each two-body interaction, this method is whiahas/n now as the
pairwise summation method [2, 3, 7]. After further inquiries, J.Th.Grls@e& concluded
intuitively that the dispersion force between macroscopic pastighs much weaker than that
calculated by Hamaker. He hypothesised that the dispersionvi@eot an instantaneous
interaction and that it is transmitted at the speed of lighasso result of this assumption this
force is weakened at large distances. H.B.G. Casimir and DerPafiter corresponding with
their Overbeek who passed to them his remarks on this retardatem, ¢ffey confirmed
theoretically that his conjecture was correct [8], demonstratirtgeir calculations that for
distance larger than the characteristic frequency start to fafl[a r

After a remark from Bohr regarding the relation betweeretiréy finding of Casimir with
polder and the concept of zero-point energy. Casimir later studiadctia¢gion of zero-point
energy in a system of two perfectly conducting parallel plaesacuum Fig.2.1), and he
demonstrated that there is a pressure generated on the platés duantum vacuum
fluctuations leading to an attractive force pushing these ptédssr to each other[9]. This
effect is now known as the Casimir effect [10-12].

Although Casimir was successful in encompassing the retardatiomtheory of dispersion
forces between macroscopic bodies along with demonstrating the gdhgféect of vacuum
fluctuations, yet a more realistic model had to be developed intord®idy real materials with
dielectric properties. This was accomplished by E.M. Lifsmtkoscow in 1954 [13], where
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he considered electrical fluctuations in bulk camtim matter without referring to its molecular
constituents [2]. This theory was a great suca@see it accounted for all many-body
interactions, as well as retardation [14]. Latdshitz along with his colleagues Dzyaloshinskii
and Pitaevskii (DLP) generalized his model by idahg the existence of a third material
dielectric medium between the interacting objetts [L6].

a

Van der'Waals non-retarded interactions (a)

P TN e,

(c) Casimir interaction Retarded van der Waals interactions (P)

Figure 2.1: Key manifestations of dispersion forces; (a) Lamdwodel of an instantaneous

dipole13)1 generating a field inducing a dip@@ simultaneously leading to non retarded
dispersion attraction, (b) The effect of retardaii® considered by introducing the finite speed
of light into the interaction, (c) When macroscoplgects are involved, dispersion forces rise
in the form of a Casimir pressure.

Many surprising and critical findings were discaerwithin this theoretical approach
(Dzyaloshinskii, Lifshitz and Pitaevskii theoryhet most important of them is the existence of
a repulsive along with the known attractive foragween objects, that is depending on the
nature of the medium [16].

2. Classification of intermolecular forces

When we study the interaction between moleculesiatae distinguish two major types of
attraction and repulsion forces; short-range and-i@nge interactions. short-range forces are
primarily occurring as a result of the overlap éhectronic charge clouds associated with each
nucleus [6, 17, 18]. This is a repulsive forceiag from electronic repulsions which can also
be explained in the language of quantum theoryhbyténdency of the wavefunction to adapt
the state as to maintain the Pauli antisymmetdgairement [6].

1 Or otherwise know in theoretical physics as ExdagPrinciple, where it stated that in a quantum
system, two or more fermions of the same kind cabadn the same (pure) quantum state.
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Table 2.1:different types of intermolecular forces classifieth two categories.

long range

electrostatic

short range

Exchange-repulsion

induction . .
Exchange-induction
Dispersion
Exchange-Dispersion
Resonance
magnetic charge transfer

On other hand, as for the case of the long-ranigeacations, we distinguish three kinds: the

first is the electrostatic forces, which arise frahe classical static interactions between
molecules' charge distributions which can be eitbpulsive or attractive, and these are strictly

pairwise additive and can be attractive or repel$s; 17].

2.1. Van der Waals forces:

The long-range forces manifested in the inductiod dispersion interactions fall in the

category of known van der Waals fordag.(2.2), and in this category, we recognise three
know types of forces that have been identified amatlelled and proved to have the same

mathematical form as the one proposed for the nmatrcular forces following the work of
wang [2]. These forces are as follows:

» Keesom interactions:this force is purely electrostatic with it happembetween
excited molecules with permanent dipoles.

van der Waals forces

) N\ N
permanant dipole - instantaneous dipole permanant dipole -
induced dipole -instantaneous + permenant dipole
interaction dipole interaction interaction
/ / J/
\ N\ N\
Debye london's keesom's
induction dispersion orientation
interactions interacions interactions
J/ J

J

Figure 2.2: classification of van der Waals forces.
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* Debye interactions:the induction force named after Peter J.W. Debye is the force
that rises due to the existence of an excited permanent dipolk imdieces a
neutral molecule at proximity producing another dipole.

* London interactions: or dispersion forces occurs from the interactions of
instantaneous dipoles rising from the quantum fluctuations of electiouids in
molecules/atoms which means that these forces are purely quargcinanical
and universal meaning that it happens between any two atonesatscifficient
distance to each other.

For most of the cases, the dispersion forces are the dominant contribution talthertater
Waals interactions, except in the case of highly polar matdnalvhich other contributions
become crucially important. Due to this fact, in most situatiamsre the van der Waals forces
are modelled, Keesom's and Debye's forces are neglected totliosusnly on dispersion
London interactions. the table below shows some examples of the cootribtitlispersion
forces to the overall interaction [3].

Table 2.2: contribution of dispersion London forces to the intermolecular interaction, for
different molecules with different polarity [3].

The contribution of London forces to the vdW

Interacting species )
gsp forces in (%)

Ne-Ne 100
HBr-HBr 96
HCI-HCI 86
NH3-NHs 57
H20-H20 24

3. Quantum mechanical discerption:

In order to model the interaction between atoms or molecules, veeluce here in this
chapter a quantum mechanical approach which hopefully would givedHerrthe sufficient
and coherent knowledge about the nature of these forces and their origins.

3.1. The Born—Oppenheimer approximation:

As it is known from basic quantum theory, The behaviour of a system eafetaiivistic
particles in time independent potentials is governed by the tidependent Schrddinger
equation [17, 19]:

H|W)=E|W) (2.4)
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Where H is the Hamiltonian operator and E is the energy teaatue of the operator aMd
is the wave function of the system under consideration. The Haraitoperator can be given
as follows [17, 20, 21]:

PEL VS
25 M, 24m, '
e’ | J nooo1
+ _—
ATE, i;1|R. R'| .lezl‘l' —R‘ Z ‘ j,—rj‘ (2.5)

i">i

WhereZ is the charge of the nucleus "&js the charge of the proton, aﬁﬂ ande are the
Laplacians which operate on nuclear and electronic coordinates, reslyd20]. The physical
interpretation of the terms of this Hamiltonian is well defireattj by that, it can be rewritten
in a simplistic form as follows [20]:

H =T +T, +V_+V_+V_ (2.6)

Where the first two termg&, and T, are the kinetic energies of the nucleus and electrons
respectively V., is the potential energy of the repulsions between the nucle¥,arisl that
between the electrons, and the last t&mnis the coulomb potential of the attractive force
between electrons and nuclei.

The Schrodinger equation generally cannot be solved analytically, s$lewsral
approximations are needed to find a satisfactory solution. Onelofreettiods is stated so that
the heavy nuclei which have smaller velocities compared tooth#te electrons, is then
considered to be perceived by electrons as fixed in space.hnaspicture the Schrédinger
equation can be separated into two distinctive parts, where each cnibetethe electronic
and nuclear wave functions respectively. By using this method whiahoisn as the Born—
Oppenheimer approximation, the problem is reduced to solving theosiec8chrodinger
equation [17, 20]:

(Hy V... )&y =Egy 2.7)

With the Hamiltonian assigned to describe the motion of the electrons is given as

h Z
Hy =- A
2me = J 47E0 = rJI O i i] 1r” (28)

The electronic energy includes the contribution from internuckgaulsion, meaning that
even though the nuclear-nuclear repulsion potential does not affectoligon of the
Schrodinger equation but rather shift its eigenvalues [17, 22]:

E = EeI +Vnuc (29)
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V can be neglected iq.(2.7) which leaves us with the electronic Schrédinger equation:
Hyty =Eq¥y (2.10)

The eigenfunction of the is problem is the electronic wavefundatibich describes the
motion of electrons. Although this wavefunction is independent of the mtanoé the nuclei,
it has a parametric dependence on their positions.

Vo =Wy ('71 ’{ﬁl}) (2.11)

The Schrédinger equation is then solved for different nuclear coafigns where each of
them corresponds to a different molecular electronic state.arhe assumptions can be set for
the case of nuclear motion, where we consider that as the nuwlej the electronic energy
changes smoothly as a function ¢f Rence, have the nuclear Schrédinger Equation:

H nucl//nuc = Emoll//nuc (212)

Where the is the potential energy for nuclear motion in the gedrald of the electrons, and
the nuclear Hamiltonian is written as follows:

Ho =23 2 g2 e [{R )] (2.13)

The general approximation of the molecular wavefunction appearigg.i2.1) can be
written thus to be as follows [17] :

{5 {R)) =0 1 (R ) () e

Since the electronic energy s a function of nuclear coordinates, it may be used to define
the concept of an intermolecular potential or an interaction enengghvs the case we are
interested about in this work. Solving this wave equation is not evideriffiodlt to solve,
and this difficulty is mainly due to The Coulombic repulsion terntha Hamiltonian of this
problem since it makes it impossible separated the Hamiltoniardistinct components for
each electron [17, 22].

3.2. Perturbation theory approximation:

When we have a time-independent Schrodinger equation the solution cpprbeiraated
using time-independent perturbation theory which alters SE to be writtehoagsf{il 9, 22]:

(Ho+AH . )|¢) =E |¢) (2.15)

Where the parametéris a number that changes from 0 to 1. At the end of calculatioss, thi
parameter is eliminated by setting it equal to 1, whichespands to the case where the

perturbation is acting fully. Whex=0, Eq.(2.15)is reduced to the unperturbed problem stated
in following eigenvalue equation [17, 22]:
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w) (2.16)

WhereH, is the unperturbed Hamiltoniak,is the energy of the unperturbed system. Thus, the
state of this quantum system in this approach is approximateskiea that is written in power
of A as follows:

N e e
And similarly, the energy of the system is written as:
E =EQ+EP+E®+I (2.18)

Where [y D), [p®), ... andE®, E@), . .are perturbative corrections to the unperturbed

wavefunction|p®) and energyt®, respectively. We have the formulas for these series in
terms of the unperturbed stafEq.2.19) and energy(Eq.2.20) and they are given as
follows[17]:

l//_(O) H l//i(O)
|l/l> i ‘¢/i(0)> ' i O0% <0)< E]i(o‘) — Lj(o) >‘¢/J(O)> +I (2-19)
And
(0) (0) (0) (0)
E; = Ei(O) * <¢/‘(O)‘H " wi(0)> ' jOZ @ <wi ‘H - Zi20)>_<¢|;jj(o)‘H i > +  (2.20)

The solution then is reduced to the problem of finding the ground unpetttdie and then
derive the corrections through the formulas proposed within the perturbative fveknew

3.3. The interaction of two molecules:

For a system of two interacting atoms we can present thetuript Hamiltonian of this
system as the sum of molecular Hamiltonians of the two species [17]:

H,=H{ +H$ (2.21)

The eigenstates of this Hamiltonian are product wavefunctigng® , and its eigenenergy
is given as the sum:

Holwm ) =(Ho +HE lwn )
=(En+E2)jwhw?) (2.22)
=Eo|wn.w?)
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T2

a
2B

A B
R

Figure 2.3: model case used to calculate dispersion interastietween two hydrogen atoms
A and B with electrons 1 and 2 respectively

For this system of two isolated molecules and fpmrturbation theory presented above the
energy can be written with respect to the intecactiotential/ (4, B) as follows:

E=EZ+E M+ (w2 !V (AB)|wtywe)

(e wilv (AB)|wd ) (2.23)
Zzn: (E +EB)—(E§+E§‘) + U

Where the energy and the wavefunctions of the isdlanolecules arg? ,EZ andE/, EB,
respectively.

The perturbation is defined as the interaction midé V (A, B) which defines the
electrostatic interaction between the partidgglectrons and nuclei) constituting molecule A
and those from B. This potential is defined assiina of all those interactions, and it is written
as follows [6, 17]:

A
U

V(AB)=,

ZD]A%) - (2.24)

WhereeZ ande[’,? are the charges of the interacting constituertigbes of molecules A and B
respectively, and, is the distance between these particles. thisiatean be rewritten with

respect to charge distribution by introducing aheatatical formula including delta function.
A more detailed of this transformation is thoroygtdund in stone (2013) [6].

The charge distribution of particles can be expdnas a Taylor series and so be expressed
it in terms of electric multipole moments, this argion produces the perturbation operator
which is written as follows [6, 17, 23]:
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Z@ +(Ze§ 14 (BT, =D ep 1t (AT, ]
a a 3

1 |7H (A),Uj (B)Tij +[ZegQij (B)Tij _ZeEQij (A)Tij j
a B

0

V(AB)=- (2.25)

_(/Ji (A)Qi (BT = 44 (B)Qj (AT ) +Q; (B)Qy (BT
+(ZesQiik (B) - ZeEQijk (A)JTijk + D
a 7

The terms of this series express the monopole-monopole, charge-dipole-digmié
interactions [17]. Following stone (2013)[6], we present a tensomaksentation of the
gradient operators developed from the multipole expansion which isnpeesin the general
formula as follows:

SO |
Ty =0,0; MO, (2.26)

For neutral atoms /molecules the terms with charge contributimshes, which leads to the
series to be written as follows [17] :

1 [ A BT, (4 (AQ, (BT,

V(AB)=—— (2.27)

ATE, | =44 (B)Q (AT ) +Q, (B)Qy (B)T +

From the definition of the gradients, the tensor elements are expressedves. foll
T=-—--= (2.28)
r
1 .
T, _—F(lij 310, ) (2.29)
3y, - ~ e~

T _r—4(| J0,+1,0, +1,0, 5000, ) (2.30)

These tensorial gradient elements are very important singeptag a key role in the
calculations of the atomistic approach which is studied and fornduiatehapter 4 in this
dissertation.

3.4. Deriving long-range forces:

When the perturbation operator is introduced to the perturbed enetgnwr the series in
Eq.(2.25)we end up with this operator acting on each order of perturbapanasely, through
calculation we recognise that each order presents a typgeo&ation, with the first order
perturbation, is the origin of electrostatic interactions and thengeorder contains both
induction and dispersion forces. Thus, the total interaction energysrésult subtracting the
energies of the molecules from the total perturbed energy whates us with the energy
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associated from long range interactions to be written as theftha different types of these
forces as follows [17, 24]:

E =E +E

long range induction +E dispersion (231)

elelctrostatic

Since we are interested in this work only about the interactioneketwlectrically neutral
bodies the first term vanishes, leaving us with only the secatet perturbation term. The
second-order describes both induction and dispersion energies. To demahstratee
consider separately the terms in the sum for only one molecule is excitdteatdr is in its
ground state which presents the induction interactions, and the termes lvatle of them are
excited [6]. The second-order correction can thus be written as the sum of tHeutiontito
the intermolecular interaction energy arising from those three terms [17].

E® = Ei/:d + Eiﬁd +Ejq (2.32)

Giving each contribution is calculated in the perturbative approach as follows [6, 17]:

(Es EoV (AB)En.ES)(ES EnlV (AB)E] ET)
A - —

B =2, EX g (2.33)
ES,E0NM (AB)ES EXNES ESNV AB)ES ES
Eiﬁd:_;< - > EnB>_<Ec|JB ° ° 0> (2.34)
. :_ZZ<E§‘,E§y\/ (AB)|EA.EPNE? EAV (AB)ES EP) .35

m#0n#0 (Erﬁ +Er|13)_(E0A +Ec|)3)

The induction energy;,; can be simplistically understood as a classical electiosta
interaction between a permanent multipole moments of one monontertheitinduced
multipole moments of the second [3, 25]. To further simplify the situation we considé¢hé
interaction does not involve any polar species (i.e. no permanentg)jpiblerefore the only
contribution that survives and exists for all cases is that of dispersion irdesad].

4. Dispersion forces:

These forces are relatively weak, which makes perturbation tlzesotiie most suitable
method to calculate them [6], the first assumption to be introduced to simplify théatiahs
of dispersion energy is to ignore the overlap of the wave functionserisidering the distance
is much bigger than molecules dimensions[17]. Although in practice this overlap is néyver nul
yet this approximation hold since we consider that the error aseseapidly with increasing
distances, and even in fairly short distances the error igimahrand this overlap can be
excluded from the theory [6].

There are two main approaches that we can take to study andatalthe interaction
between molecules/ atoms, the first one is the quantum mechaerittabative approach which
we have set its theoretical basics above, and it is the onadedtby London to evaluate the
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full theory that describes dispersion forces between moleculék [Bis can be accomplished
by substituting the perturbation potential operator within the fandekrived for dispersion
energy from the second order correction terms. A simple form wouby lcensidering only
the first term of the operator which describes the dipole-dipaesiction and disregard higher
multipole interactions [17, 26]. Using the tensorial representatioemtexs above we find that
the dipole-dipole energy is written as follows, Where the sfajegn), |0’) and|n) symbolize

[¥d), [, [¥5) andlyy)(5, 6]:

A L L P I PRl

EdiSP ) (471’-?0)2 " n#0 m#0 (E“ﬁ +Ef)_(E(¢ +E§)

(2.36)

The first term of tensor product produces energy dependence on the distarfeetoy ¢,
the last term can be developed using dlshsor average-energy approximation, following
London (1937) [5, 6, 27]. Nevertheless even though with this approximasastilt impossible
to evaluate the exact value of the energy a more detailed dsto$shese calculations would
be found to be sufficient in [6]. Going on with further simplifioas of this model lead us to
the famous formula proposed by London [5, 28, 29]:

3 1
E g (1) = —{Eh q“’ffdz a,(0) az(o)}r—6 (2.37)

Whereh is the reduced Planck constani,andw, are the characteristic frequencies of the two
species, andr; anda, are the static polarizabilities of those species and r iglidtance
between the centre points of the interacting atoms/molecules [30R&he first term inside
the bracket is the constafif which is related to the nature of the interacting spewbg;h
leads us to the formula stated before for the dispersion energy between m@Eg23.

The other method is the Drude model which was also used by London irpargd®la and
in this approach constituents of matter (atoms/molecules) araceepby harmonic dipole
oscillators [4] in which the electron cloud is attached to the nadby a harmonic potential.
The atomic dipole is proportional x the displacement of electronstie centre of the nucleus,
and the interaction energy of two adjacent dipoles is proportional prdtact their moments.
Accordingly, the Hamiltonian for the system is written in the form [6]:

H :%(pi+p§)+%k(xf +2 +ZchxB) (2.38)

where c is a coupling constant, m is the mass of the electiionid and k is the force constant.
This equation can be separated into two uncoupled oscillators [6]:

1 1
H :m(pA +Pg )2 +Zk (1+c)(xA +XB)2

1

2, 1 2
+2(Pa = pe ) + Sk (1) (X, = Xs) (2.39)
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Therefore, the normal mode frequenaies can be written asvyv1 * ¢, wherew is the
frequency of an isolated oscillator which is related to #te-point energithat is known to be
equal toh/2w, [5, 11]. The lowest energy of this coupled system is given as follows [6]:

E, :%h(@ +w) (2.40)

By substituting the normal mode frequencies with their relation stated abovepeami e
the square root; the energy is found to be given as [6]:

E, :—lhwo(2+—1c2+—5c4+m]]3 (2.41)
2 4 64

The first term of this series presents simply the self-energy of the caystiean when this
energy is subtracted from the total energy we are left e other terms presenting the
dispersion energy with the first surviving term is equivalent e tesult found from
perturbation theory for a system of identical particles [5] :

3hawa® ) 1
Egs = -(%jr—ﬁ (2.42)

Table 2.3: Strength of Dispersion Interaction between Quasi-Spherical Nonpolar Maecule
of Increasing Size [3].

London Constant "€

(107° Inf)
Molecules Molecular Polarizability Theoretical Measurement
Diameter (nm) «a,/4me, (1030 m®)

Ne-Ne 0.308 0.39 3.9 3.8

Ar-Ar 0.376 1.63 50 45
CH4-CHa4 0.400 2.60 102 101°

Xe-Xe 0.432 4.01 233 225
CCls-CCls 0.550 10.5 1520 2960

5. The Axilrod-Teller-Muto (ATM) potential

For a system of more than three neutral molecules interabghgeen them, if the
perturbation calculation is pursued to the third order, interactions &ettmplets of atoms
appear [31]. In these calculations, induction forces are neglected agebody repulsion and

2 Zero-point energy is the lowest level of energy a quantstesyhas, this force is also known to be
related to quantum fluctuations of vacuum which are used to dalctila interaction between
macroscopic bodies as Casimir did in the case of conducting.pldtey can be explained as the energy
related to creation and annihilation of virtual particles in the quanteouwa state.

33



CHAPTER 2 Dispersion interactions betwearlecules

dispersion terms are included (ElrodandSaykally]9%4e formula for this interaction from
the perturbative approach is written as followsl]B, 31, 32] :

E® :Zmlznlzll@oqvif [mn G{mn Qv [m @)(m @V | 00p

(AEQO + AEnBO)(AEQO + AEffO)

(2.43)

where V is the interaction Hamiltonian between amy molecules. The bra/kets that express
the state of the system is the product of the sw@itéhe three interacting molecules A, B and C
in order, where 0 indicates the ground state dfwlaefunction and m, n, and | are the excited
states of these molecules respectively [6]. Thelresthe Axilrod—Teller—Muto triple-dipole
dispersion interaction, which was first given indegently by Axilrod and Teller (1943) and
by Muto (1943):

(1+3cod, cof, ca)

3 .3 ,3
r-AB r-BC I‘AC

E®=C, (2.44)

For a linear triplet of interacting dipoles, whinteans the angles aré; = 6, = 0° and
6, = 180, the formula of the interaction energy become®bows [31] :

2
E(3):_C9 3 .3 .3 (2.45)

rAB I’.BC rAC

Where the constantyGs written in terms of complex dynamic polarizéigs of the three
interacting molecules as follows [6]:

3 o : . :
Co=—|, a* (i w)a® (iw)a® (i w)dw (2.46)
B
@
7
-/ ..
Tap ‘/.-/' 9}7 Figure 2.4 : The case model proposed first
e / by Axilrod and Teller (1943) for a system

Ae / of three neutral non-polar atoms (A, B and
" ) 04 /" C) interacting with dispersion forces.

\:\ /-' e Where  the  arbitrary = geometrical
-.\ y configuration depends onyg, 15c andrg,
Fac :\ y the distances between t'hese atoms and the
. R anglesé., 6. andé., which they produce
\ Oc _./ with respect to each other.
\q
®
C

If we consider the interacting molecules are id=htiA simpler formula is given in terms
of the static polarizabilities as follows [33]:
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9 3
C,=—hwoa 2.47

The geometrical factor which depends on the angiakes this potential different from
ordinary dipole-dipole dispersion interaction dedvby London because as a result of this
trigonometric dependence on the geometrical cordinn of the triplet under consideration,
the force can thus be repulsive for certain geaegtwhereas the London interaction is always
attractive [6]

6. Retardation effect:
6.1. Theoretical developments:

In the previous sections we introduced the calmnaof dispersion forces by means of
perturbative quantum theory, yet these calculatamssime the instantaneity of the interaction,
and do not hold any information about the delathminteraction that results from the limited
speed of electromagnetic waves transmitted fromtarttle involved molecules [4, 6]. The
picture depicted within this approach is presemephically inFig.(2.5) using the rules of
Feynman diagrams where we notice that the intemagbiotential does not evolve in time
meaning the interaction is instantaneous.

When the Schrodinger formalism stated earlier is tthapter is adopted, the problem
becomes more difficult to solve including retardatithis is due to the fact that this approach
Is non-relativistic and does not include the praam of fields assuming thus static interaction
potentials between electrons [17].

Figure 2.5:

———————— The Feynman diagram representing the Contribution of
static dipole-dipole interaction to dispersion potential at
m n second-order of perturbation theory. The solid vertical
________ lines represent the state of the interacting species , time

V(A,B) flows upward, and the dashed horizontal lines depicts the
instantaneous interaction [1].

A realistic relativistic picture would involve thistardation, where the virtual photons which
are transmitted from molecule A take at the tiyg/c to reach and polarize the other molecule
B, then this latter molecule reacts and respondanmyher photon which also takes the same
amount of time leading to an overall delay of abgyy c. at large separations, This effect leads
to a weaker correlation and ultimately to the daseeof the intensity of the dispersion
interaction between molecules [4, 17, 28].
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Figure 2.6: Two examples of the twelve time-ordered Feynmag@dims used for calculating
the retarded dispersion potential where the twcenudes exchange two photons with the
modesp’, &' andp, € [17, 34].

The inclusion of this effect to the Schrodingemfiatism is possible using the same concept
used in the retarded oscillator model [4]. Consatlyeit is essential to introduce time-
dependent interaction potentials and this can beeaed by using diagrammatic time-
dependent perturbation theory to introduce time itite calculations and thus introduce
retardation to the state of the system [35]. Agas inferred earlier in this section, dispersion
interactions are understood as a result of theamg of virtual photons between the coupled
molecules. Therefore, for two nonpolar neutral rooles A and B, where both are in their
electronic ground states, the total Hamiltonianthar system is given by [17].

H=Hy,+H,, (2.48)

Where the ground state Hamiltonidp includes the molecular HamiltoniaHg andHy of the
both interacting species A and B respectively, taeccontributiort,.,; from the radiation field
Hamiltonian. Additionally, the interaction Hamiltam can be also written as the sum of the
interaction Hamiltonians of individual molecules[BA]:

H int =H int (A) +H int(B) (2'49)

Going through the tedious calculation of the defer approaches proposed to solve the
problem we find the same result demonstrated byn@aand polder [8] which states that the
interaction between two neutral atoms at shoradis#s is proportional to ¢, a similar result
to that of London’s non-retarded model. Howeverewlhe distance between the interacting
species becomes very large, the retardation becsigesicant leading the forces to decay
faster proportional te~7 [8]. And the formula for the ratardid dispersioteiraction energy is
given as follows:
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E(r> A):—hcéﬂ (2.50)
ar v’

Where c is the speed of light, is the reduced Planck constangnd a, are the static
polarizabilities of the tow species and r is the distance between theg peirits.

6.2. Correction function approximation:

When attempting to produce a single model that expresses batiesegitarded and non-
retarded, dispersion interaction energy between two moled(eys is approximated by
introducing a correction factgi(p) to the London non-retarded dispersion energy [36, 37]:

C
E(r)=-22f (p) (2.51)
Wheref (p) depends orp (the dimensionless reduced distance) which is givem$synr/A,
With 1 is the Characteristic wavelength which is generally set with the value 1{86n8v].

These correction factors are derived numerically using intipal and data fitting
techniques to produce simple function from the exact data calcbhatbeg means of quantum
electrodynamical techniques used by Casimir. The earliestb@sle approximation was
proposed by Overbeek and Kruyt [38], their model was expresseddmgmancal function of
two parts, where each part is valid within a certain rangdefistance or in this case the
reduced distance:

1.10- 0.1 for pO] O;
f( ):{ # o pt] O (2.52)

2.45/p-2.04p° for pO] 3y

A second-hand approximation of Overbeek's expressions was later iedaySchenkel
and Kitchener [39]. their model was written in a single relation written asafsli

f (p)=2.45/p-2.17p*+ 0.59/p (2.53)

The approximation was under the condition that the reduced energgger tthan 0.5.
nevertheless, when This equation is compared to Overbeek’s model dsoeepancy less
than 15% for large distances [37, 39]. A better expression of ttextion functiornf (p) which
was derived from numerically from Casimir's calculations pragposed by Nandarajah and
Chen [40]. Their formula was fairly accurate when comparedetaata from Casimir's model,
giving thus an error less than 10%, which makes it the most @@ggmwoximation found in the
terature to date.

f(p)=——
(p) 0+b (2.54)

Where b=3.1

These models are compared graphicalllyign(2.7), where we show that for distance larger
than the characteristic wavelength (i.e. larger than 100 nnsg thedels coincide giving close
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results with the discrepancy decreasing with ladigiances. However, we notice that for small
distances the model proposed by Schenkel and Kiechroduces extremely erroneous results
with an error reaching 206 for close proximities nevertheless the other fioms still give
close results which reasonably describe the effiettardation.

’ —m— Overbeek —e— Schenkel and Kitchener A— Nandarajah and Cren |

1000

100 N

f{r)
v

LY
’ '_'_“““’N\

10 100 1000 100 1000

r(A) r ()
Figure 2.7: comparison between the three correction functiongicreasing distances.

Although these approximations are crude, yet theeyehbeen very useful for developing
models of the interaction between macroscopic Isodieich include the effect of retardation
Their application and resulting models are demaiedk in the next chapter.

7. conclusions:

We have surveyed and built the basic theoreticah@itation of dispersion interactions
between molecules and atoms, where we used for @pmoach the quantum theory
concentrating on the application of perturbatiogotly to describe the origins and behaviour of
these interactions between nonpolar particlesetieet of retardation is also explained and the
basic physical interpretation of this phenomengdeisionstrated in a simple way. In the end, a
semiclassical method which was used also in lieeats demonstrated, where the retardation
Is approximated by a correction function addedh&oformula of non-retarded dispersion forces
which was demonstrated earlier by London. This tdraig a keystone for any initiation into
the subject of dispersion interactions. And a boddlock for the subsequent chapters.
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CHAPTER 3

Dispersion forces between macroscopic objects

“After years in utter darkness, I force my eyes
into the light. For I must retain my sight, that I
might view the wholeness of the void, objectively.”

Justin K. McFarlane Beau

1. Defining terminology:

Dispersion forces defined in the first chapter iaspl/ the force acting between neutral
bodies, they have a macroscopic manifestation mgakinthem a macroscopic quantum
phenomenon. The study of these forces at a migpaosdevel was as early as the first
formulation of the quantum wave mechanics in the, 3@t still until now there are remarkable
problems with calculating them for certain caseshofiute sizes or arbitrary geometries.
Before we embark on our discussion of the diffeteshniques used to model macroscopic
dispersion interactions, we introduce a conventibtine termsKig.3.1) which is more or less
used in a great portion of published papers indtvimain, although this convention can be
discussed critically, we will consider it for beitige most appealing and less problematic.

® P
~ R o< D
B, e
Casimir Casimir-polder Van der Waals
effect/interaction interaction interactions

Figure 3.1: The three basic aspects of dispersion forces.
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The term van der Waals forces although is the sum of inductionatr@nand dispersion
forces, as it has been established in the previous chapter, seiseé to indicate solely the
dispersion forces between individual atoms or molecules, this tatsoissed when the models
under question are atomistic models where the force is derwedthe interactions between
constituting molecular/atomic individuals [1-3]. The interaction betwsiegle atoms and
macroscopic bodies we use the term Casimir polder interactien @ first retarded
calculation of this type of interaction by Casimir and polderT4 term Casimir interaction
is reserved for the force acting between macroscopic bodies. Wewk Types of forces acting
at different levels are termed as dispersion forces in general [2].

2. Modelling techniques
2.1. The pairwise summation approach (Hamaker)

Starting from the acting dispersion forces which exist between symmetrical and
electrically neutral atoms. As it was stated and demoadttaiefly in chapter 2, the potential
interaction energy is given by the following formula [1]:

Ea=-"% (3.1)

WhereCs is a constant that depends on the characteristics of the molecule and r is the distanc
between centre points of the two molecules.

To calculate dispersion interaction forces between two macrosotyects, Hamaker
assumed that these forces are additive and thus the total ioteewrgy can be calculated by
summing all the interactions of individual pairs of molecules or atoms [2, 5]:

E ='[,0_Ldr3'[p2dr3% (3.2)

wherep,, p, are the number of molecules per unit volume in the two bodiesidns are their
volumes. When considering a system of two interacting infinittdpelces as shown in the
Fig.(3.2), Hamaker demonstrated using the integr&dn(3.2) that the free dispersion energy
E, (D) for a surface unit is given by [5]:

A
E, (d ) = _121_[

1
Gd—2 (3.3)

Where the Hamaker constant is defined primarily in the pairsuisenmation approach ds, =
m?p?), and d is the distance between these surfaces. Similarly, Kdanohtained the
interaction energy for dissimilar spherical particles [5]:

2 _ 2
e (1) __A,|__2RR, 0 2RR, | (R + R2)2 (3.4)
6 |r’-(R+R,)” r’-(R,-R,) r’-(R,-R,)

WhereR; andR, the radii of the two interacting particles and r is the digtd®tween their
centers.
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Figure 3.2: The Van der Waals interactions between two spharesbetween two parallel
half-spaces.

when the particles are at close proximity[r(/(R; + R,;)]—1), Eq.(3.4) is simplified
mathematically to the well-known formula of thegkssion interaction energy [5, 6] :

A, RR, 1

Esd<R)==7 (R+R,)d

(3.5)

This model has been and still is used to calculizgpersion forces between particulate
materials, especially in Powder sciences and tdobres [7-12].

Additionally, it should be noticed that the Hamakenstant is given approximately for an
interaction between two different materials in #éeas [8, 13, 14] :

A, = v A11A,; (3-6)

WhereA,; andA,, are Hamaker constants for the two material carstg the particles [13].
Moreover, if we considered the presence of a thaterial between the two bodies; this
constant is given by introducing the contributidihee medium to the formula as follows [14]:

Aqpz = (\/A11 - \/A33)(\/A22 - \/A33) (3.7)

Since its first proposal by Hamaker, the pairwisensation approach was popular for
decades due to its utility, yet only basic georestrhave been studied due to the rigid
mathematics faced when attempting to calculateetlieces for non-symmetrical arbitrary
shapes. The different models for the basic shapedies can be found to be reviewed
sufficiently in the literature [1, 15-17]. Thereeathough some papers that attempted at
calculating these forces between non-traditionangstrical configurations [17], the most
interesting one is the model developed for therauion between two torus-shaped particles
[18], this study is of such significance due togtssible applications in hemodynamics, as it
can be used to calculate the contribution of dsiparforces to the cohesion of blood cells [18].
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The table below shows the interaction energy for basic ge@satrclose proximity, where all
these models are derived by going through the Hamaker integration process.

Table 1.1:the VdW interaction force models proposed for different geometries [15, 19].

Geometry Interaction energy
A
Parallel half-spaces =
P E 12md?
: . AR
Sphere with radius R and half space E = 2
. . . AR
Two identical spheres of radius R E = Tod
. : . AVR
Cylinder with radius R and half space E = —\/—
12+/2d3/2
Two identical parallel cylinders = _A\/E
24d3/2
. . AR
Two perpendicular cylinders E = 2

Using the pairwise summation approach with a different technigurtioducing a weight
function to the calculations [16], derived a simple elegant model whenateraction energy
between similar and highly symmetrical basic geometries ( i.e.ispheylindrical and cubic
) is given in a single formula [16, 20]:

E,.(d)=-A, [27R, | "I (1+m /2)L"d ™" (3.8)

Where m = 0, 1, 2 for spheres, cylinders and cubes respeciivislyhe gamma function, L
the length of the particle, and the effective raljys is given for perfectly spherical objects
and cylinders as follows:

0
1 (3.9)

eff

RR,/(R,+R,) ;m
{\/RlRZ/(Rﬁ R,) ;m

2.2. The Proximity-Force approximation:

Proximity-Force Approximation (PFA) theorem (also known as Therjdguin
approximation) is a mathematical technique used to derive thaatiter force between curved
objects at very close proximities from the interaction enbegyween paralleled surfaces [1,
21]. The general form of this method is widely used in calcatiffiferent adhesion and
cohesion surface related forces [22-25]. This method is also used inh@beetical domains
such as nuclear physics.

The dispersion interaction energyr, between two objects at vicinity is given by the
general formula of the PFA theorem which states [22, 24, 26] :
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d) =2nTRdf E,(r)@r (3.10)

With E is the free interaction energy between two seffimibe plates, and the effective radius

R.sf is chosen with respect to the geometry of therateng objects. For spherical particles,
the result of this method agrees with Hamaker'kraquation which also share the condition
of a small distance compared to particle's dimerssicghus proving how powerful is this

method. nevertheless, it should be emphasizedaitiadugh the condition on which this

approximation is established, limits its applicapjl yet this method is fairly accurate in

studying cohesion and adhesion for large systems.

Figure 3.3 : Scheme of the Derjaguin
approximation for spherical particles
with radii Rt and R at close proximity
(distance d << R,R), where the
interaction force between the two
spheres is calculated by summing
(integrating) the forces between small
circular sections of the particles [1].

There have been some attempts to generalize the rR€&od with the attention of
overcoming the geometrical restrictions of thisrapph. The surface element integration [27]
and the Surface Integration Approximation [28],ghhave been proposed. These modelling
techniques have been introduced for calculating #an Waals forces between colloidal
particles. moreover, even though these two appesadcire constructed upon different
assumptions, still, they produce the same resflt [2

In the Surface element integration meth8&l), the interaction energy between two objects
of arbitrary geometries is calculated by takingititeraction energy per unit area between two
infinite flat platesk (r) , and then double-integrate it over the planesvbith the surface of
these objects are projected [27, 30] , the geffieradula for this technique is given as follows
[31]:

n, ik

E(r)=[ n,k, 2% E,.(r)dS (3.11)

I, |

With n;and n,are the unit normal vectors pointing outward thefasie of objects under
considerationk; andk, present the unit vectors pointing in the directibithe z axes which is
considered in both objects' coordinate systemde &ach other.
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TheSEI method has been used primarily to calculate the interactiondretmanfinite half-
space with a particle of arbitrary shape [27], and with a parich randomly generated rough
surface [30]. Another recent work used the same method to calchéatadhesion force
between colloidal cylindrical and spherical particles [31].

2.3. Retardation in Macroscopic Bodies:

A simple approach to calculating the retarded dispersionddresveen macroscopic bodies
would be by introducing in the integrandkx.(3.2) the correction functions previously stated
in Chapter 2. Henceforth, within the framework of Hamaker's psé&rwummation method,
several models have been proposed in the literature for calculb@ngetrded dispersion
energy between macroscopic bodies. Accordingly, and by using thexXpressions for the
retarded interaction energy between two at@es2.52) Overbeek [32] developed a two-part
model which was a modification of Hamaker's formula for the intena energy between flat
surfaces.

Moreover, through a full Hamaker integration and based on the twopamtbeek's
correction function, Clayfield et al.[33] calculated a completpression for the retarded
dispersion interaction energy between dissimilar sphericatieartvith different radii, as well
as between a spherical particle and a flat surface. Yeh fa practical prospect, the
implementation of this model in a program presents a tedious proc€&dareby, Gregory [23]
proposed a single expression which agreed fairly well with Overbeek’satados! [34].

__ A 1
E(d)= 12m|{1+bd //J 512

Where the value of b is chosen to be 5.32. furthermore , Gregory proposegressien to
calculate the retarded interaction energy [34]. However, this Inodgill restricted by the
geometrical conditior{d « R) inherited from his usage of the Derjaguin approximation to
obtain his formula:

A bd A

EX =——H R|1-—In| 1+ = i
Se =~ as { ; ( bdﬂ (3.13)

Ho and Higuchi [35] proposed a model to calculate the retarded imberastergy for
spherical particles of different radii. However, this modehiy valid for distances larger than
8 nm and for particle radius greater thggm?2:

A 1
ERt - — H R
o1 [1+ 11.12 M} (3.14)

Using their correction function, and through a full Hamaker integrattheme, Chen and
Anandarajah [36] also calculated the interaction energy and force betweeanldisgpherical
particles, and between a sphere and a plane surface. It shoulddael loat the terms in
brackets irEq.(3.12-14) is the correction to the nonretarded energy, where this tiorréerm
will be used in this chapter to study the effect of retardatiom feach model in the section
dedicated to results and discussions.

46



CHAPTER 3 Dispersion forces between macroscopjeatd

2.4. The Casimir effect:

After the investigation of the effect of retardation the van der Waals forces that Casimir
and polar [4] have conducted leading to the restdted aboveHQ.2.50, Casimir has
discovered a relation between these forces andetteepoint energy variation , a relation with
which he pursued in studying the effect of theseds at a macroscopic scale [37] , and
fortunately, this pursue proved to be fruitful lag¢ thighest level. Casimir calculated that in the
case of two perfectly neutral conducting infiniteatps at proximity, an attractive force
(pressure) is exercised on the plates, and thagityeof this force was found to be written as
follows [38, 39]:

JORE
240d

This form shows no dependency on anything exceptdhological boundaries originated
from the presence of plates [40], a result whicinieerited from the fact that the objects are
considered to be perfect conductors. Moreoverctmstant ¢ (speed of light) is incorporated
in the model as a result of the relativistic cdnition to the interaction energy between these
objects.

(3.15)

Quantum vacuum fluctuations

Figure 3.4: the Casimir pressure
between two parallel perfectly
conducting plates due to quantum
vacuum fluctuations [38].

| Casimir pressure |

This force is pure quantum mechanical Since theefacting between two conducting plates
in a vacuum is zero when considering the classetattromagnetic theory [40]. The
significance of demonstrating the existence of sefflct lies in the physical implications
derived from the theory of Casimir interaction effect mirrors/conducting plates. The theory
states that as the vacuum is effected by the ptesehan object which enforces boundary
conditions on the quantum fluctuations existingha vacuum state, the zero-point energy is
altered [40]. in the case of two parallel platég tuantum fluctuations are limited between
these objects, a pressure rises due to the enégfgrnedce £q.3.16 between the total allowed
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modes inside the boundary (between the plates) and the modes outdidarttiary [20, 39,
41-43]:

E(z) :%Z[wl (z)-w (z - )] (3.16)

Wherew;(z) are the allowed mode satisfying the applied Boundary condition éoplanes
separated by a distan€e) , andw;(z — o) are those of the unbounded vacuum space [39,
41]. To calculate the Casimir effect between curved surfasiespe way to do it would be by
using the Derjaguin (PFA) approximation stated above with the interactmiCanergy for
parallel planes is given as:

m° he
B (d)=-—o5 47 (3.17)

2.4.1. Worldline calculations of the Casimir effect:

The worldline approach is a novel method inspired by new developmesitiniy theory
combined with Monte Carol algorithms [44, 45]. The main usage of thsitpee is studied
numerically fluctuating scalar fields under Dirichlet boundary comattj that is without going
through the tedious complex theoretical calculations [44, 46, 47]. therdfus method
presents a promising technique for calculating the Casimir fietvgeen macroscopic bodies
without going through the cumbersome mathematical developments ofagscally used
Quantum electrodynamical methods [48].

This formalism of the Casimir effect problem has surfaced Hssyas H.Gies et al. [44]
proposed this technique to overcome some of the theoretical problemsntmned in
calculating the Casimir interaction between nonplanar objecks44d since then, this method
has been applied to many geometries which are relevant to thenesupiali measurements of
this effect, such as the case of sphere-plane or cylinder-plane configujédipns

The results calculated through this method were compared withvihielt were derived
using the proximity force approximation, consequently, the schemeheofworldline
calculations has been proven to coincide perfectly with the resultse PFA method for
distances at which the latter is fully functional and faitguaate [22, 49]. Moreover, this
technique has the feature of been applicable to arbitrary distamaleng this approach to go
beyond the geometrical restrictions of the PFA theorem [22].

The effect of edge on the Casimir interactions is noticed stuoked for the first in literature
— to the best of our knowledge - using this method, where the casesd stadiethe interaction
between a half-plane and an infinite plane for a perpendicular arrangpté], and a parallel
one [48]. This method is still new and poorly used in literaturejtygives some prospect
insight for been applicable to study numerically the effect of gdaral conditions of the
interacting objects such as curvature and roughness, thus we empgfasigeortance and the
interest of exploring the worldline research direction to study theseseffect
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2.4.2. The macroscopic theory of Van der Waals foes (DLP method):

Although the result of Casimir is elegant in itsnfip yet a more realistic model had to be
developed for real materials which exhibit dielecproperties. Therefore, Lifshitz generalized
the findings of Casimir to real materials by dey@hg a macroscopic phenomenological theory
that unifies all earlier theories in one model whiencompasses all contributing physical
effects. He proposed that regard dispersion intieracto be occurring through the fluctuating
electromagnetic field, which is always existingidtesthe adsorbing medium and extending
outside partly as radiated travelling waves from dbject in the form of standing waves that
disappear exponentially as we move away from tinasel of that object [50], the keystone of
this approach is to start from the optical progsrof objects and calculate the van der Waals
forces from the full optical spectrum [13, 50].

& &3 &
Figure 3.5: The model-case proposed by
Dzyaloshinskii, Lifshitz and Pitaeskii to
< - calculate the Van der Waals interactions
r for parallel half-filled spaces separated by
a third medium [1].

Lifshitz idea was generalized later by him andalmdirators from Mosco by considering the
existence of third dielectric medium filling theag@ between the interacting objects [51], this
was the generdLP (after Dzyaloshinskii, Lifshitz and Pitaeskii) thgaf the Casimir effect
.to explore the result of this model , let us cdasia system of two half-spaces separated by a
material medium as it is shown kg.(3.5), where all the three parts of space has different
dielectric constants which are stated as follo%&:[

£,2<0
&(z)=1&:0<z<r (3.18)
£ 1>z

The non-retarded interaction energy between twbdmaices separated by a distafde is
given at finite temperature to be [51, 52]:

KeT & 7 ;
E(d)="> zo_[ln[l—AmAzse 24 Jkdk (3.19)
n=0 g

With k is the transverse wavenumber of the fluetupelectromagnetic field\,; and A,; and
are given with the general formula [52-54]:
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& (iw)-&(ia)
eliam)+a(ia)

Additionally, The dielectric permittivity of the materials alaihg imaginary frequency axis
can be calculated using the Kronig-Kramers relations [13, 54] :

. 2% a¥' (o)
el ) =1+—|———= 3.21
()=l v (3.21)
Where " is the imaginary part of the dielectric frequency dependemttion e(w) =
¢'(w) + £ (w). This relation poses a problem since for the result to be obtainedebmation
must be over the entire optical spectrum which is not alwayabiei Therefore, a more
simplified formula for the dielectric permittivity is proposeg Minham and Persegian (1970)
[54, 55]:

A

i = (3.20)

elieg) =150+ £, Dol 3.22
Ho/a, 1+Hq/g) 1+(w/w)’ (3.22)

Wherew,, , w; , wy are respectively the characteristic microwave, inframad, ultraviolet
absorption frequencies amg is the refractive index in the visible range. Furthermore, and
with simple mathematical developments, the DLP model for then@asieraction energy (per
unit area) between real dielectric materials is found to be writtenlaa$dl13]:

Ep(d) =~ Aizg iz
12rrd

It is clearly noticed that this formula is of the same foethee one calculated by Hamaker
from the pairwise summation approaély(3.2), with one difference, the formula of Hamaker
constant is changed to a one that incorporates wholly the opgieetrism of the interacting
materials, and it should also be emphasized that for the retaglatkerthe effect of retardation
Is incorporated within this constant in contrast to the pairwiseded approximation's stated
earlier in this chapter. Moreover, this constant is now given witienframework of DLP
theory as follows [52]:

(3.23)

=2 ZZ(ABAB) 3.24)

n=0s=1
For planar geometries, it is satisfactory to use this fornulavaluate the value of the
Hamaker constant. Nevertheless, it has been demonstrated thaarthes@me geometrical
configurations for which the form of\;; is changed [56]. Which proves that the geometry of

particles can be a significant factor that determines andrefitiates Hamaker constant.
Another more simple and practical equation for the Hamaker constant is propased [6]

:E’ E7& | £27¢3 3haé (nZ_nZ)(nZZ_ng)
A 4|<BT(£1+53](52+5] 16‘/_2[(n n )(n22+n§)]3/4 (3.25)
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With n; are the refraction indices for medium 1,2 and 3.

Furthermore, The Casimir effect for perfectly coctthg plates can be obtained from the
DLP model by taking the limiting case for, e, — o and for the intermedium to be a vacuum
state withe; = 1 [57]. The interaction energy as given by the pyasimodels suffer from a
divergence and infinite outcome as the separaiigtante goes to zef@d — 0), this problem
is overcome by considering a minimum distance béyanich the objects cannot approach due
to the finite size of atoms constituting their swds. therefore, by introducing this cut-off
distanced,, to the model, the interaction Casimir energy w&gias[52, 54]:

Al? 1
127 d2 (3.26)

E,,(d =0)=

In this equation the third medium separating theracting planes is considered to be
vacuum; thus replacing; in Hamaker constant with 1.

Although the DLP approach incorporates in its clalitons all major effects characterising
dispersion interactions between the macroscopieodfjig.3.6), still its complexity hinders its
applications to random arbitrary geometries. A peb which is faced in all approaches
proposed in literature, and although there are gmoygositions to overcome this set back such
as that proposed in by Roman Velazquez and Bo {J@@8or the latter paper by which uses
the scattering T-matrix technique [58], yet there still more inherited problems in these
approaches to overcome. It should be also emplokitiaethe approach based on the scattering
T-matrix is a very promising one that ought to beeistigated and developed[59]. So due as a
consequence of the challenging mathematical cdionk faced within this modelling
framework, most of the papers have considered simhple geometries, focusing on those
related to experimental settings used to measuesethforces, namely the following
configurations; sphere-infinite half-space [60-68}linder-plate [64] and sphere-sphere [65-
67] which had no experimental verifications tilidey [68]. A simpler approach for calculating
the interaction between curved surfaces would bgraposed earlier, the application of the
proximity force theorem using the result stated/jnasly for half spaces.

retardation

geometry

N/
Figure 3.6 Physical effects that must be incorporated inraete theory of dispersion
forces.
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3. Results and discussions:

3.1. The effect of particles’ geometry

In this section, we shall investigate the effecpafticles’ geometry on the van der Waals
interactions between macroscopic particles foedgiht sizes. This is done with the aim to study
the effect of geometry at a basic level for nantbglas compared to the larger one. Moreover,
we shall consider in our study three basic geoetgubic, spherical and parallel cylindrical
particles Fig.3.7). the model used in our calculations is that whglntroduced earlier in
Eq.(3.8).

Spherical particles Cubic particles Parallel cylindrical particles

Figure 3.7: Layout of the three studied geometries.

We consider the particles to be of the same matesisch excludes the effect of its
properties incorporated within Hamaker constand, this is done by introducing the energy in
the dimensionless formE{w/A4). additionally, to exclude the effect of weight the
calculations the mass of particles is consideredbé& constant which is translated
mathematically into a constant volume, thus paticre considered to have the same volume
V as a model sphere of a radiis

Thus, the interaction energy which modelledHay(3.8)is reformulated to new expressions
dependent only on particles’ volume. This can b&ireéd by substitutine andL with their
counterparts' expressions related to R showhain. (3.2) and R is replaced by expressions
related to the volume V as shown in the third columhTab. (3.2) this leads to the attended
formulas of the interaction energy which variatal/avith respect to particles' volume, which
help us to investigate the effect of geometry sajeéy from all other effects.

Tab. (3.2)illustrates the geometrical parameters used fiimarycal particles depending on
the value oh. For a constant volume, whanncreases the cylindrical particle becomes more
like a long thin wire. Alternatively, when decreases less than 1, the cylinder becomes more
similar to a thin disc, in this work, the conditibrR is assumed, thus, n will be chosen to have
three values greater thar{l = 2,10,100}.
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Table 3.2: Parameters used to calculate the interaction energy and force.

Geometrical parameters L Ry R
p 2 Cubic 2R (V372
- Q
2 £ Spherical = - R/2 (3V/4m)'/3
T @
oo Cylindrical n[R JR2 vV /nm)'/3

Fig. (3.8) show the effect of geometry on the van der Waals interactiwrg\egroups of
particles:Nanoparticles where we choose a model particle size with R* =10 FRig.3.8.9.
And with R*= 100 nm Fig.3.8.b. And Sub-micronic particles which are used for comparison
(Fig.3.8.9, where we choose the radius of the model particle to be 500nrampteasize the
fact that even for micronic particles when we introduce thedfitee model particle into the
cylindrical particle calculations for the higher value of n, the resultiage is still considered
in the nanosized limit because the volume would be mainly distriblned éhe length of
particle producing the shape of a nanowire.

For nanoparticles, by the comparison between the three shapestieecthat the effect of
geometry is more recognizable for small distances less3a of particle's size. When the
distance increases the interaction energy of the geometriesrgesiveshich means that the
effect of geometry is becoming less influential. It should bedtttat the interaction energy
for cylinders increases with because there is a relation betwaeand the area of proximal
surface of particles, since the van der Waals energy is maialed to the surface [6]. The
increase in the area of the surface at proximity betweeliclparleads to an increase of
interacting surface atoms, which in its turn increases the interactiagyener

For distances of the same order as the size, the curvaturepafrtiode’s surface becomes
less influential. This means that the interacting atoms onuitti@ce at these distances look at
the same distance for each other, even for curved surfaces. ébglée and interpretations are
valid only for cubic particles and spherical particles due tostmdarity in their geometry.
Moreover, for small distances, cubic particles give a high \a&fleeergy then spheres because
the curvature of particles surface plays a significant aole interacting surface atoms at
proximity interact with a strong correlation to the bending ofdhace. Therefore, a high
bending of the surface leads to a lower total interaction ard sufiface as in the case of cubic
particles gives the highest value of the interaction energy.

By extrapolation from the inter-crossings of the graphs, paranespressions are proposed
to determine the relation between the geometries. These relatronasteate the cases where
the geometries give nearly the same value of the energy.

Table 3.3:derived parametric relations for the intersection points of different egeagys.

Geometries Cube-cylinder Sphere-cylinder

R* 2 n-R*

Parametric relations ~ — ~ 6
d-n 100 d
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Figure 3.8 effect of geometry of particles on the van der Waals interactiogyener
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3.2. The effect of retardation

To investigate the effect of retardation on the vdWéraction energy. This effect is
calculated using the expressions of Ho and Hig(iti3.14) and of GregoryKq.3.13. These
models are compared with the simple expressiongsexh by HamakeiE(Q.3.4) for the non-
retarded energy between spherical particles. Mop®rtantly, the full exact results of Clayfield
et al. [33] are also included in the comparison.

The dispersion interaction energies calculated fiteese models are illustratedriy. (3.9)
with respect to particle radius for an intermeddittance of 10 nm. These models are analysed
to investigate the influence of different parameigize, distance and shape) on the dispersion
interactions of macroscopic bodies. Since the testilClayfield include the effect of
temperature and to exclude this effect we congltdrHamaker constant takes the same value
chosen by ClayfieldAy = 25KT), wherek is the Boltzmann constant afds the temperature.

d=100A

1000

Hamaker
Gregory

Ho

Clayfield et al.

100 A

I
ODT*

£ 10

<

Ll

-~
1 (g
0.1 %

T T T
10 100 1000

R (nm)
Figure 3.9: The retarded dispersion interaction energy contpmedifferent models plotted
against the particle's radius for a distances deilOn

We notice fromFig.(3.9) that the retardation is found constant when caledlavith the
model of Ho and Higuchi and that of Gregory, thihevging no dependence on particle's size,
yet the result of Clayfield shows a dramaticallffetient behaviour since they show that this
effect is higher for nanoparticle, and only giveigr results (With a slight discrepancy) as
those of the other models when particle's sizarger than 100 nm.

Fig.(3.10)shows the same comparison for different distariteparticle's size fixed at 100
nm. We notice that the three models give simiaults up to a distance of 10nm, and for the
larger distance, we notice the effect of retaraatialculated with Clayfield's model is bigger.
Since the effect of dispersion forces is not stiprejfective at extremely large distances
compared to the size of particles, the discrepéetween the full exact result of Clayfield and
those of other models can be excluded althoughsbmewhat noticeable.
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Figure 3.10: The van der Waals interaction energy with particle radius (R=100 nm).

Furthermore, we use results obtained from the model proposed byieldayf his
cumbersome two-page long formuthe three particle sizes are chosen so as to include the
limits of nanosized particles where R is 20 nm for extreraelgll nanoparticles and R= 100
for the limit which presents the changing point to the nano-reginmedacated in chapter 1. For
comparison, we also include micronic particles RnlThus the effect of retardatiori (in
percentage %) calculated from Clayfield's results is presentéd.(3.11).

——-R=10nm
—@— R=100 nm
—A— R=1000 nm
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Figure 3.11 The effect of retardation calculated from Clayfield’s mdael.
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Fig.(3.11)display a very interesting result, where we notice that fdicpels radius larger
than 100 nm the effect of retardation behaves the same, showing thupemuletece on
particle’'s size. However, for extremally small nanopartithes effect is shown to be more
dramatic and consequently leading to a rapid decay of the imb@raaergy. Thus, we conclude
from these remarks that there is a strong dependence afat&taron particles size at the
nanoscale, meaning that nanoparticles behave differently as expelcén it comes to the
effect of retardation on dispersion interactions.

Since the model of Clayfield is hard to manipulate and cumbersomae iwvbhomes to the
programming process, we propose that the model of Ho and Higuchidiigiehby introducing
different values of the constant B in the following generalisétioa of Ho and Higuchi's
formula:

1
Er =S p
LD [1+Bd /)I} (3.27)

The chosen of the value of B which Ho and Higuchi[35] have used is taken assumed for the
instance of particles' size near 100 nm. Nonetheless, for othexr aasiéferent sizes and
interparticle distances, this value must be changed in orddrfanddel to coincide perfectly
with the result obtained from Clayfields. we propose in the tadll@w we propose different
values of the constant B that can be used for different partse'sand distance, where we
notice that for large particles (R100 nm) almost all calculated values are close relatively,
however, the case of small nanoparticles is quite different Wwishconstant having bigger
values than those calculated for larger particles.

Table 3.4:calculated values of the constant B.

Particle radius (A°)

Distance in A°

100 1000 10000

1 93,14 20,09 /1111
10 76 19,72 14,14
100 168,25 8,83 11,82
1000 /1] 82,34 16,24

Furthermore, to examine the influence of particle’s size and giepion the retardation
effect, the retarded van der Waals interaction for two infieguatoms is compared with that
of macroscopic bodies, where spheres and flat surfaces are chosercase. The retardation
of the energy between atoms is calculated usingBEne2(54 proposed by Nandarajah and
Chen (1995)[70]. For microscopic bodies, the retardation of the energgdyeflat surfaces is
calculated using the correction function proposed by Gredémy3(12, and for spherical
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particles, we use the models of Ho and Higuchi, and of ClayfléldsFig.(3.11) shows the
comparison between the retardation effect for all these different cases

Andarajah and Chen (atoms)
90 4 AN

\ ——Gregory (surfaces)
\ —a— Gregory (spheres)
AN Ho and Higochi
N —4— Clayfield et al.

60

T (%)
30
0 - 1 I I I <
0 30 60 90
d (nm)
Figure 3.12:The retardation effect on the van der Waals interaction energy for different
objects.

Fig.(3.12)demonstrates the previous results when the interparticle dist@xceeds 10
nm, the interaction energy is shown to decrease to less than 5i#8onoh-retarded value.
Additionally, when this effect is calculated using the model afg@ry or Ho et Higuchi,
particle’s size is verified easily to not be involved to therdettion term in the models proposed
for the van der Waals interaction energy. Since these modedsdeeeloped approximately
without any consideration to the effect of particle’s sizesl@down in the previous section of
this chapter.

Moreover, this energy is shown to decay faster for sphericatlparthan for surfaces,
where the discrepancy between the two is up to 30 %. Therefoma, e stated that retardation
is related to particle’s shape. The effect of retardationlss demonstrated to be more
significant for macroscopic particles than for single couptedha. Thus, from all previous
results, we can conclude that this effect is not only dependeh¢ alistance between particles
but also on particles’ size and geometry, especially in the case of nanoparticle

3.3. The retardation effect (an atomistic pairwise approach):

The van der Waals interaction energy between atomic nano-cloatebe calculated in the
simplest form using the pairwise summation approach proposed bykeiaish The total van
der Waals interaction energy;(E) is given as the sum of all the interactions between
individual atoms as shown q.(3.2)
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C
Er=-22.—% (3.28)

i=1 =11
Wherer;; respectively is the distance between the i-th dipole and thdiptite in clusters 1
and 2. The retarded van der Waals interaction energy is also given in the follommudgf

C
ER :_er—gf (rij) (3.29)
i ij

To study the correction factor of the interaction energy betwaege groups of atoms we
consider the ratio illustrated i&q.(3.30) between the global retarded and non-retarded
dispersion energies:

ER
T(r)=—" (3.30)
E;

The geometrical configuration chosen for this study is a 2eiamgular cluster of atoms.
The distance between atoms is taken to Hefdr most of our calculationsFig.(3.12)
demonstrates the chosen orientations of these clusters with respach other. A comparison
between the two configurations aligneérig.3.13.9 and parallel Kig.3.13.0 would
demonstrate the effect of atomic distribution in space (clustemeiy) on the global
retardation of the van der Waals interaction energy betweenymmeatrical nano-clusters.
The dimensions are expressed by the number of atoms per dimensi@inea the clusters
are chosen to be rectangular, a single number ‘n’ is considereduthiser ranges from 1 to
10% The calculations also would be calculated using a coBHORTRAN, and the flow chart
of the algorithm used here is given iappendix I”, where this flow chart can be used for
arbitrary geometries.

. T o
Tg | f/"*’:mae
vessssssee ™, e . I:‘.f&:HHE
AR EREER »e 00 s 0008 e I Ny Vu b M 0y,
* e 00 e 000 »eee e neee o e : i.'!.‘.‘l:e%‘”@“
Y EREEEREN »eee s e s e L'H‘\“\‘\ab&
EEEEEREEREXE TR EEE RN | t‘\““““:”a
® 00000 0000 Pe s e s se00 e ' “'\‘\“\“auﬁ
T EEEEEEREERX >0 000 0008 o @ | i“|‘|“.‘\ne°
®eseses s ec Pbees s ssoe s e . ;“H‘\.‘\“:“D“
s e s000 000 0 EEEEEREERERN t“l““!.'qﬁw“
EEEEEEREEX TEEEEE T I \"\“00“
s e et e 0000 EEEEEREEEREK Wi e
I\‘Nl‘%‘*a
a0 "4
(L}
‘\

(a) | (b)

Figure 3.13 The configurations of the atomic clusters studied.

The reduced retarded interaction energy between clusters is eohwytr the non-retarded
one as illustrated iRig.(3.13) For the comparison to be significant, the number ‘n’ is chosen
as the highest value fixed in this work, which corresponds to h=Ii9e retarded interaction
energy is shown to give smaller value than that of the non-eetaase. The difference between
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the two cases is shown to increase with increagisiginces, which means that the effect of
retardation rises with respect to the distance.

10° 4 —e— cluster retar
107 4 —aA— cluster non retard

E/Cg (104 m®)

10
r ()

Figure 3.14:The reduced energy compared for the retarded andetarded cases.

Eq.(3.31)shows the discrepan&{%) between the retardation effect for clusté(s) and
for single atomf (r). This value is calculated to illustrate the effetthe number n on the
retardation of the interaction energy between ehsst

S(%) = 1OO<M (3.31)
f(r)
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Figure 3.15:The discrepancy behaviour with respect to the dcstdor different value of ‘n’.
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Figure 3.16: The evolution of the maximum value of S.

Fig.(3.16)shows that the discrepancy S increases with the number als8 ghown to have
an upper limit £10 %). These results demonstrate that there is a minor imptoe nbmber
of atoms on the retardation effect on the interaction of clusters, and thisdeiéscnot exceed
10 % discrepancy from the retardation for a single atom. A pesiailue of S shows that the
effect of retardation is always greater for clusters tloarsihgle atoms. The behaviour of the
value of S can be easily verified to be the same for both confignsaHowever, when S is
compared for short distances as illustratedrign(3.17) parallel 2-D clusters give smaller
results. This means that in this case, the effect of retandatsmaller at short distances. The
result demonstrates that the distribution of atoms in spacesefétatdation on small distances.
In other words, the retardation effect is strongly related to cluster ggoaneshort distances.

10 |~ parallel
i |—@— Alined
1
<
S
N 014
0,01
1 10 100 1000 10000 100000
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Figure 3.17: The discrepancy S compared for aligned and parallel clusters fot.n=10
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To study the effect of geometry on the retardation of the rtieraenergy, S is investigated
by the same method as the correction functions f and T. TheA@lisecalculated in percentage
usingEq.(3.32) with the indices ‘para’ and ‘align’ indicating respectively flatazlusters and
aligned clusters:

S _—-S,
|
AS% = 100x —Para___—allon (3.32)
align
K%
90 ’
—m—n=10"
—&—n=10°
60 - —4—n=10°
—~ n=10
S
)
<
30
04
T T T T T T T
0 150 300 450 600 750 900

r,(A°)
Figure 3.18:ASplotted with respect to the distance for different value of n.

The differenceAS is shown to be higher for distances smaller than the nufnker n),
which supports and generally) these the previous results. As the distammeasesAS
decreases, indicating that the geometry becomes less signiéictéarger distances of the same
order of clusters’ dimensions. For extremely large distamges (1),AS increases again. These
results show that the effect of these forces is only noticetbl®a distances though no value
was integrated practically, however it is valuable for@agl understanding of these forces
behaviour.

Additionally, it should be remarked that for small clusters (n<1@@)effect of geometry is
significant even for all distancégr,; AS > 50%}. This result is very important since it implies
a necessity to consider the effect of geometry when modeltiagrétarded dispersion
interactions between nano-clusters. The same result stalied @sing the other models which
were developed from Hamaker's integration. This problem was saugarically by
introducing a modified version of Schenkel's modelEin(3.27) with new values of the
parameter B given for nanoparticlesTiab. (3.4) and Although this modified model is not
based on a more fundamental calculations such as Quantum electradgrethods, yet it is
excepted to be sufficiently more accurate the widely used Hamaker's model.

Since this modified model is a better approximation to dispersia@edpit can thus be
incorporated within the study of the dynamics of nanoparticulatenmals. In the case of
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nanocolloids, we can use this model to better predict the stattilitye colloid suspension,
which is crucial for certain delicate applications of such nasespecially in pharmaceutics
and biomedicine. Additionally, when simulating nano-aerosols deposition anthnment
and within the human respiratory system, using this model to accouttiefonteractions
between these particles would lead for a more realisticaaodrate simulations of these
processes which would lead for a better understanding of the risk inwgitretlandling and
exposure of this type of materials, and ultimately for better securitgurezaents.

4. Conclusions:

We have reviewed in this chapter the basic models of dispersiaaditas between
macroscopic objects, where the theoretical limitations of thoselswveee briefly stated. We
then use some of the proposed models to study the effect of the geomparticles by
comparing three basic shapes: cubic, cylindrical and spherical. The stswitshat the effect
of geometry is significant for interparticle distances ldms 20% of particles' radius, with
parametric relations proposed to relate between the interaogogyefor different geometries.
The retarded vdW interactions are also investigated, where idevasnstrated that the effect
of retardation is highly dependent on patrticle size and shape leaswvile¢ distance. And hence
a need for a new model for the retarded van der Waals interab&bmeen nanoparticles was
emphasized. the influence of cluster dimensions and geometry ontdhgatien effect of
dispersion energy is also investigated. Two basic configuratadn2D symmetrical
(rectangular) clusters are investigated (parallel and al)git@e impact of the number of atoms
on the retardation effect on the interaction of clusters is showoe tess than 10 % of
discrepancy when compared to the retardation for two intlegaatoms. The distribution of
atoms in space (geometry) is also shown to have a strong sagodiat small distances. This
result implies a dependency of retardation on the geometry of clusters.
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CHAPTER 4

Dispersion Many body interactions a Coupled dipole method

“Physics is really nothing more than a search
for ultimate simplicity, but so far all we have is a
kind of elegant messiness.”

Bill Bryson, A Short History of Nearly Everything

1. Many-body affects and dispersion interactions:

In a complex system of many particles the interaction isingple or pairwise summable,
since the existence of other particles screens the interdmioreen the pairs and thereby
effecting the total energy [1]. Therefore, in the discreteasmpic point of view of dispersion
forces and for a complete theory, these many body screengugsdffave to be included within
the corpus of the developed models. Accordingly, The total van dals\Wweraction energy

between a collection of molecules is given as the sum of all m-body contribB{iBhE, 3]:

E = ZE(Z)(r, ) Z E®(r . .1 )+
N

m3 > EM(r.r .6 ) 4.1)

| 11771, In
iq<i,[&iy

If the total energy is assumed to be convergent and the higheryreduuiibution terms are
excluded, only the 2-body interactions survives and the interaction etwsegoscopic bodies
is considered to be a result of the sum of two body interacfldmns.reduces the many body
problem to the discrete pairwise summation formula proposed maki and studied in the
previous chapter [2]:

N N’ N
E =Y 2 EY0) zzie “2)
i =
However, this approach is clearly not complete or exact due tetiois limitations upon

which it was built [4]. And although Lifshitz has solved this probietnis theory yet assuming
the material to be continuum has proven also to be problematic if compgtenetries are
involved or extremely small nanoparticles or nanoclusters areediudinere the discrete
morphology of matter is evident and influential.
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A simple example is chosen from literature demonstrating tip@riant contribution of
many body effects to the total dispersion interaction energyele® nanoparticles; the Axilrod-
Teller-Muto potential has been used to incorporate 3-body interactioas calculating the
vdW forces between silica spherical noncolloidal particlels thie number of constituent atoms
is 619 atoms[5]. And they found that this contributions accounts for 208é tdtial interaction
energy demonstrating thus the importance of many body interactiodstheir critical
contribution to dispersion forces between nanoparticles [5]. Sinetalts are demonstrated
throughout literature[6-11], thus urging researchers to develop @suoapic theory that
includes all effects, mostly many body interactions and reiardaAccordingly, the Coupled
dipole method was proposed and is developed.

2. The Coupled Dipole Method:

The first appearance of the coupled dipole method (CDM) was ircassice three articles
by Bij Renne and Nijboer [12-14]. Lately this approach had resuri@eedeintroduced with
applications to the interaction between spherical nanoparticles armhltheation of static
polarizabilities of nanoclusters [11, 15, 16]. The CDM is an atomagjcoach which has the
unique property of accounting for all many body interactions contributirthe dispersion
energy between two objects [11, 16]. This model has been used to deteothslimitation
of the pairwise summation approach as well as the DLP theorgiaibpéor extremely small
nanoparticles [11].

Till now, The CDM has been applied for certain limited cases suttteasteraction of two
identical nano-spheres [16], other applications are also demonstréitedatnre for the case
of graphitic nanostructures such as nanotubes, nanoribbon [9] and nanoftigplése CDM
has been developed only for the non-retarded regime, yet a furti@re=ment of this method
would make it the most suitable and accurate method for nanosteuetudenanoclusters,
especially those with complex geometrical arrangements [18].

There also some other applications demonstrated in literatube clame approach with
slight differences[19-22],yet we shall not go through them sincewieee intended to study
the interactions between molecules or incorporate dispersionsfaritein the process of
modeling the structure and properties of materials[4, 23, 24].

2.1. Quantum theoretical basics of the theory:

Within the CDM framework each atom is replaced by a threesiioeal harmonic
Quantum Drude Oscillator with the nucleus is placed at the cg®e25], which means that
at a basic level we have replaced Fermi statistics with Boltzmarstistasince the QDOs are
distinguishable. In this model particles interact through long r&ogéombic forces, and each
of those patrticles is characterized by its mass, frequendylargém, w, e)[19]. The particle
possesses an instantaneous dipole moment proportional to the osdilptacement from
equilibriumu;. The Coupled Dipole Method Hamiltonian for an N-particle systeamitten as
follows [8, 12, 19, 25]:
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2N P2 ma)OZ 2N ) e2 2N
H= —+—2%u’-—>u 0. M, (4.3)
Zom Ty ZW T 2 T,

The first terms of the Hamiltonian present the kinetic and potemexgy of the Harmonic
oscillators, and the last terms defines the coupling betweendbediators by the dipole-dipole
interaction tensoff;;, whereP; represents the linear momentum of itreparticle [19, 25].
Therefore the vdW interaction energy for the full system efraudting clusters is calculated as
the difference between the zero-point energies of the coupled and uncoupled oddiB&tors

1 3N 3 N
E.aw =§Zﬁ—52w. (4.4)
i=1 i=1

Where/; are the matrix eigenvalues of the interaction Hamiltonian.

2.2. Formulation of the model:

To demonstrate the formulism of this approach let us consider twadtitey clusters (1)
and (2) with the number of atoms in each one is N and N’ respecii@yinteraction energy
between these two clusters can be calculated by taking thleetwdrgy of the system of
combined interacting particles and subtract the self-energieaotif individual system when
considered at large distance where the interaction vanishes [3, 18]:

Viaw = Vi _(VN +VN') (4.5)

The related energies of the interacting systems are calculatedte eigenvalue problems
developed using the CDM framework. Initially, Each atom is congidasean instantaneous

dipole P; induced by a local electrical fielﬁloc(fi), with its dipole momenp;is given as
follows [16, 18, 26]:

P, =a; EIEq|oc (Xi ) (4.6)

The local electric fielf,oc(fi) is given as the sum of all instantaneous electric fields
generated from instantaneously induced dipole moments of other atoms in the[8yitem

N
E (Xi ) = ZTij Eﬁj 4.7)
E
The static dipole field tensor is given as it was demonstratechapter 2 within the
multipolar expansion of the electrostatic potential of the interabietween molecules [15, 27,

28]:
3nn —I
% for i # |
T, = r (4.8)

ij

0 for i=j
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Where | is the identity matrix;; is the unit vector ang;is the distance between the centers

of atoms i and . The oscillator model is employed for non-retiawvd®V interaction energy the
dynamic atomic polarizability of a Drude harmonic oscillator is[25]:

_[€ 1 Qg
a () (mJE(wgk-wz) E[l_ 7 ] @9)
23
To use this formula, we need the value gfand «, which can be calculated from the
continuum theory using the clausius-mossotti relation [18] :

e(iw)-1_4m o(i o) 10
&(i w)+2 3'0 (4.10)

By substituting=q.(4.7)in Eq.(4.6)we find a system of equations where each one is designated
for a single atom in the system:

N
B->.a00=0 (4.11)
i
Furthermore, by introducing the isotropic atomic polarizability of the Dmideel [9, 11,
27], we then get an eigenvalue problem which is stated as follows:

=2 aOi = —
P _—ZZTij [bj =0
( w j = (4.12)
1- —5 | 1#
woi
This can then be written as:
2
_ N w | .
Pi —dy ZTi' [P, :L_] P
B i w, (4.13)
j#i
For a system of identical atore,; = w, ; @y = @), the problem can be rewritten as [18]:
2
- w -
(1 +Q)P :[a) [P (4.14)

WhereP is a 3N column vector, | is 3Nx3N identity matrix, apd= —a - T is also a 3Nx3N
matrix. and since frequency contributes a ground state energy, @2 . the total energy of a

system of N-Drude oscillators is then given to be [25]:

h 3N
V,, =§Z@ (4.15)
k=1
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The eigenvalue problem will be written so that the eigenvalues,ai®, and not(w?z/w?),
which makes it possible to solve the problem straightforwardly wstarglard diagonalization
algorithms[18]:

— w | =
(1+Q)*mP= [—J P (4.16)
w,
The total van der Waals energy of the system is given thus as:
Tr |:(| +Q)1/2:|:§[ﬂjzv—'\‘ (4 17)
i\ @) hay/2

If the case of two interacting nonpolar atoms is taken, the proddenbe solved with few
lines of calculations to give a solution of six eigenvalues which are writteti@ss:

wt=w, (1t 2y)" ;Wi =w =, (1t y)"” (4.18)

Where for a system of identical particles such as the ocensdered here in this work, we
have y = a,/r3 with r is distance between the center points of the atomsthankd and y
eigenmodes are degenerate due to symmetry, the eigenmodes andottesponding
eigenvalues are demonstrated inTiad.(4.1) below .

Table 4.1:eigenmodes and corresponding Eigenvalues in a system of two interacting non-
polar atoms

Eigenmodes eigenvalues

"""""" ?{ W =y (1+2p)"”

------- —.—p o e W, = w, (1+ y)ll2

o =i

------------ P i W, =, (1-2y)"

e @ =wy(1-y)”

———————— P W, = w, (1— y)ll2
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For the total system of (N+N’) particles, the eigenvalue probdefound to be as follows [18]:
QP = AP (4.19)

With Q is the (3N + 3N’) x (3N + 3N’) interaction matrix, and iigenvalues are the squared
eigen-frequenciesd? = (w/wy)?. Q is given in the following form [11]:

(1+Q M
Q—(M, I+Q'j (4.20)

It should be recognized th@tand Q' are the interaction matrices for particles of the same
object (inter-interactions), als and M'are matrices presenting the interactions between
atoms of different systems (intra-interactions)[18]. With @ BNx3N traceless matrix, made
of dimensionless dipole tensors connecting each two atoms withiardliy Q’ is the 3Nx3N
matrix related to interactions between atoms of cluster (2). M is a 3NwaMix representing
the dipole interaction tenso(er-j) connecting one atom in cluster (1) to another in (2), and M’
is the transpose matrix of M representing the dipole tensor campect atom from cluster (2)
to another in cluster (1). These matrices are defined in the folldalohg with each element is
an interaction tensor between two atoms. For the following céilmugave take as a convention
the labels(i,j) in T to present indices of atoms of the same system (dlustecontrast the
labels(k,m) in theM , , elements are indices of atoms of different system.

Table 4.1 : The interaction matrices defined with each element is a 3x3 matrix detfim@ng
interaction between atoms from the same cluste@ fand Q’, and atoms of different clusters

for M and M’ .
0 N, I oo 'y 0 N, Ty oo Ty
rZ’LZ O r23 er r;.Z O r23 rz\l
Q= r’13 r'23 M Q= ris r’23 M
M T T 0 Finve T Ty 0
Ivlll Iv|12 M13 MI\I Ivlll M21 M3l MN'l
MZl M22 M23 MZ\I M12 MZZ M32 MNZ
M: M31 M32 M33 M3\l M': M13 M23 M33 MN3
MNl MNZ MN3 MNN I\/IlN MZN I\/|3N MNN
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From the eigenvalue problems for both single system4(16 and the total combined
system Eg.4.19, we can demonstrate using TCDM that the total exact dimenssontan-
retarded dispersion energy,, is given in the following form:

W, =goats ={m [0 ] (1+0)" - [(1+0) ] @.21)

Where the ternkw,/2 comes from the fact that each normal mode frequency contributes wit
an energy equals to the value of this term [18]. It should be neteelathat the assumption

of isotropic atomic polarizability made here is purely for computat reasons and the general
form of anisotropic atomic polarizability can be implemented within the CDMoagpr

The various methods which are used for computing van der Waals &rdehe exact CDM
method developed in this chapter were compared [29]. The comparisonadasfon two
identical spheres with the number of particles in each one 2848=atoms. And the spheres
diameters is taken to equal 5.88 nm in order to be introduced into the contimethods. Due
to the discrete placement of the atoms within the cluster, tavalynethods (e.g. DLP,
Hamaker) far over-estimate the result for small gaps. Thébtwdy sum approaches the exact
CDM value at far distances, since multi-body effects mostbapbear. At much larger
separations than shown 6ig.(4.1)the CDM and Lifshitz theory converge to the same result,
as expected. Results from the Derjaguin approximation are rgrnofitelven at large distances
[29].

1.2[ ‘x
i @ x
[ EXXXXXxxx::::i:::::::::
0.8f — CDM
= - xx Langbein sphere solution
o L === 2-body asymptotic (Eq 11)
= 06F o discrete 2-body sum (C)
L (O discrete 2-body sum (Cg)
0.4 @ Hamakerintegration (Apip) _..-"" "’
0.2F )
O_KT-t-Til|||I||||I|||:I|||1
6 7 8 9 10 11

d.(nm)

Figure 4.1:a comparison between the CDM approach and other methods for identical
spherical nanoparticles with radius 5.88 nm (reprinted from ref.[29])
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2.3. The Trace Coupled Dipole Method (TCDM):

Since the calculation of the trace of the square root of a mataxhard problem which
involves computationally expensive calculations, the terms of thistieq can be each
developed using a binomial expansion to series of powered matricegakl/by writing the
first term as follows [18]:

Tr[ QY2 ]=Tr {[g ?){S gj} (4.22)

We have the mathematical formula of the binomial expansion which states that:

(1+A)Z =3¢ A" (4.23)

n=0
Where the coefficients, are given as follows:

c, =1
3

cn:cn_l(%— ) for nz0

(4.24)

By introducing the of all terms, the total interaction energy than can bemais [18]:

n=0

o) Q M n o) . o) AN
W,y =1 C,Tr ( o DleTr [Q ]—chTr[(Q) } (4.25)
M Q =0 n=0
The vdW interaction energy thus can be written as a sum of a series of (n) contributions
Wy =D W" (4.26)
n=0

With the n-th order contribution to the interaction energy is given as [18]:

Wr=c {Tr l['\? g,ﬂ—ﬁ [Q]-Tr [(Q’)”}} (4.27)

These contributions should not be mistaken for n-body interactions, abeeonstration
of this statement will be thoroughly presented in this paper. Thieagpwas verified to give
about 99% the same result as the exact CDM approach for n=10,thrzhleulation time far
less than that needed to solve the eigenvalue problem demonstratp#i7).this method
is very efficient in the case where the eigenvalues ofitiggesatoms are not needed which is
the case of systems of identical particles as adopted in this work henceforth.
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3. New algebraic model derived from the TCDM

Although the application of the trace coupled dipole method to calchiatenteraction
energy is somewhat straightforward computationally, yet we &htiier continue with the aim
to present a model that does not only calculates the final interaehergy with less
computational burden but also presents a general understanding ofetiaetioh process.
Therefore, we write the first term &f.(4.27)as the sum of two matrices:

[ &) 6 o) o) 429
M Q 0 Q) (M o0

Now the matrix can be expanded as series using the binomial expansion given as follows

(A+B)" =3¢, AB™ withc,, =— "

£ Ki(n—K)! (4.29)

Denoting the matrices, A and B such that:

A[Q 0 . (O M
"0 o) ¢ BIm o (4.30)

Although the product of matrices A and B is not commutétie+ BA) for the general
case, we assume the trace of their product to be constant for any permutatiorsurhfgiaa
holds completely for identical clusters due to the consequent mthenimmutatively of A and
B, a further inspection of the validity of this assumption for difieegomic configurations and
different cluster sizes can be investigated separately. $recenain aim is to study the
interaction between identical clusters, we thus further contiruecalculations upon this
assumption. Therefore, the trace of this matrix can then bewaitt¢he sum of traces of the
single terms of the series:

Tr [(A+ B)n} =Tr [i(m AkB”‘k}z Zn:(:]Tr [Aan-k] (4.31)

k=0 k=0

Now when we take the last term of the seried ko= n) and develop its trace, we find :
n|— Q O " — n r\N
Tr[A]=Tr [(o o IFT (@ ]+Tr[(Q)] (4.32)

Going back to the general equation of the n-th contribution to the vdVédtiten energy
between two clusters as demonstrateddrn(4.27) combined with the binomigEqg.4.31)and
the result found for the last tergikq.4.32) The contribution of the self-energies of the
individual clusters is found to vanish with the last term of the biabgaries. The n-th order
contribution to the total vdW energy is thus found to be:
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W'=c, {ch,kTr [AB™]+Tr [B“]} (4.33)

The energy is thus resulting either from the pure interactioneeetvatoms of different
clusters (24 term) or from the coupling of inter-interactions with intraefiaictions which are
expressed by the first terms &0Q.(4.33) The trace of the last term is found to vanish
(Tr[B™] = 0) for odd value of n due to the tracelessnes of the matrhisrcase, and for even
value of n the trace is found as follows:

Tr[8']= Tr[ (MM)" +(MM)™] (4.34)

The first term is a series kith order. The trace of each term of this series has fouibp®ss
outcomes related to the valuekadndn, for n and k both are even or odd the trace of the matrix
is given inEQ.(23). For n and k being out of order, (i.e. one is odd and the other is even) the
matrix becomes traceless.

Te[AB™]=Tr[Qf (M) T (@) (MM) 7] (4.35)

Since the clusters are identical, and from symmetry we (#Ve= M) and (Q' = Q).
Considering this assumption and by substituktiag4.35)andEq.(4.34)into Eqg.(4.33) the n-
th contribution to the vdW interaction energy is reduced into the following formula:

W " =2xc {X,+Z (n)xK,} (4.36)
Where:
n-1
X, =Y CZ(n-k)xX,, (4.37)
k=1

With Z is a mathematical object proposed to include all vanigkings in the general equation
as contributions of zeros, this mathematical function is defined as follows:

Z(n)= (4.38)

0 for n=2k+1 Ok[ON
1 for n=2k Ok ON
The last termK,, presents the interactions between atoms of the two clustera- (int
interactions), this term when calculated for a couple of atonseipi® the results of London.
The first series of terms presents the coupling between #matibns between atoms of the
same cluster (inter-interactions) and the interactions betateems of different clusters, with
n is the total number of contributions and k is number of contributions inside the cluster. From
the multiplication of matrices, we can deduce easily the fosraflthe explicit formulas of the
contributingK,,andW,, terms involved irEq.(4.36)andEq.(4.37)
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N N N N
=T Y e (MM, M) (4.39)
=11 ,=1i 5=1 in=1
X =Tr[Q% (M )]

N N N N

w3

171 0=l g=li,,=1 =1

xM. . M M )] (4.40)

e Testlks2 """

The model is now straightforward and informative as it was interalde,t and we can
derive the possible many body contributions easily without going thréhghtedious
calculations.

3.1. Presentation of possible interaction modes:

When examining the terni§, , we notice that the path of the interaction is cyclic and that
the number of atoms is even due to the vanishing odd terms owing tadbkessness of the
involved matrices(Mij). To simplify the graphical representation of the interaction s\ode
schematic representatiqfig.4.2) can be given in an innovative way using the concept of
isomorphism of graphs from graph theory [30].

7~

Isomorphic

Figure 4.2 : The transformation from ordinary representation to the graph-theory based
representation using the isomorphism of graphs.

The representation proposed does not consider distances or boundariescist amly
atoms presented by points (vertices) and the interaction m@tixT;;) expressing the
interaction between each two atoms are represented as lilges)ewe distinguish between
particles by assigning a different color for particlest{ges) of different clusters (in our case
blue and red for the two interacting clusteFsg.(4.3) shows all possible modes for the second
termK,, of Eq.(4.36)forn =2, 4,6. Fig.(4.4) shows the modes that occur due to the first terms
(X,,) of the equations of the n-th order contributions to the total interagtiergy(W,,). the
inner interactions of atoms of the same object (cluster), whelexpressed in terms of the
matrices(T;;), are presented as edges with different color than that presenting m@tfiges
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n=2

<

n=

7 e o

Oy Oo DS

OO O ©

Figure 4.3: Graphical representations of the interaction maaesived in the firstk,, terms.

n=3, k=1

>
1
O

n=s ; k=3

Figure 4.4: Graphical representations of the interaction maalsived in the firstX, ,terms.
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This method of representing the interaction between particles alldiv us to find
graphically all possible modes of interaction for each n-th orderibatibn. This investigation
of the possible modes would be achieved by conserving the size ofte (thie number of
edges; n) and reduce the order of the graph (‘m’ the number ofe®rtiy relating non-
neighbored vertices of the same color. The operation of graph-reduction is(8nfegm the
set(E™) of graphsz (m, n) with order m' to the se{E™™1) of graphsG (m — 1, n) with order
'm-1'. This operation is repeated until the graph is irreducible.

n: EM[G(m,n)] - E™YG (m-1,nj (4.41)

This type of transformatio(Eq.4.41)is due to the permutation of lab€ls,), where this
permutation allows for cases where two labels coincide, whabinces the number of atoms
(n) contributing to interaction and thus reduces the graph. The ruletoys®diuce the graphs
of all possible modes exemplified kg.(4.3) andFig.(4.4), are inherited from the properties
of the equations that these graphs predséot.the case of thi€, term, we notice that all modes
are reduced to a two-body interaction; the sum of the terrsiatsd to these graphs can be
easily demonstrated to be the same as the result calculategérturbation theory as will be
shown later in this thesis.

3.2. Deriving m-body interaction energy:

To calculate m-body interaction energies separately usingodel proposed in this work,
the representative graphs are used. Each graph is associatétevatiergy of the interaction
which it is representing, thus the m-body interaction energy caalbelated from the sum of
the energies of all possible graphs of order (m).

L DD

C o> OO

X3

E® =

K;

Figure 4.5: Graphical representations of 2-body and 3-body interaction modes.

A simple example would be to deduce the 2-body effect contributaon the model
proposed. as can be seerfFig.(4.5), the 2-body interaction energy is represented by a group
of graphs which can be algebraically interpreted as a power series offrthe f
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oo}

E® = hTchnZTr (M 7] (4.42)

i=1

By feeding the values of the dipole-dipole tensor elements intodhéces M and’, we have
these matrices for identical atoms to be given as follows [18]:

aO/Ti]' 0 0
Mij = TU = 0 aO/rl'j O (443)
0 0 —26¥0/Tl’j

After introducingEq.(4.42) into the derived formul¢Eq.4.41) the 2-body interactions for
identical particles is therefore found to be given as follows:

E®(F.r)=>Cq O0° (4.44)
i=1
Where the dispersion coefficiertg; are defined for identical atoms to be given as:
C ih 2i i
Cq ZZT%(ZJf(‘Z) | )675 (4.45)

We notice that the first term of the seri€x(4.44 is exactly the same as the formula
proposed by London for 2-body interactions using perturbation theory [31, 32hMikl also
recognize that this term is equivalent to the first contributigrto the total interaction energy.
This result demonstrates how powerful is this approach in caluylatin-retarded dispersion
forces. Moreover, from our calculations, the general formulal aisgersion coefficients for
identical particles, is found to be written as follows:

c, =~ ?’26‘*’(2+(—2)‘)aiO with i =2,3,..n (4.46)

The 3-body interaction energy is derived from the graphical prégentso in the same
manner, and it is given as follows:

o h L + m+
E(s)(ri’rj,rk):%‘%Tr{ZZ{ZFSAMji”?Mff+Mij2(l 1)|\/|j2k(, J)}} (4.47)

I=0m=0[_J=0

The first term of this series presents the Axilrod-TellartdATM) potential of the 3-body
dispersion interaction energy, where the coeffic@ntan be calculated frofaq.(4.37)and
given a’9hwyad/16. This term can be calculated in a simple form by consideringtarayof
only three atoms which leaves the interaction matiicasd M to be identical, and by taking
the first term of sum, we get the following formula whichogisesents the first graph of the
series of graphs given Fig.(4.5)
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ATM

My
3 —

By substituting the dipole-dipole tensor elements within this formel@et the energy for
identical particles to be:

E® =9h—%{a3r T, T

16 L0 il ikTK
S RN EEIE LR (I

+ 3(ﬁki N )2 _9( M+ )(ﬁik "Ny )(ﬁki N )}

Since we know from basic trigonometry the relation between tHarggsepduct of unit
vectors and the angles between those vectors, which are giverallyeas (ﬁi]--ﬁjk) =
— cos ;. The formula of the 3-body potential energy can be developed and guhplith few
lines of trigonometric calculations into the Axilrod-Teller-Muto (ATM)rula:

£ (3)=9hcq,a§ (1+ 3cog) cof, CQSK)

3,3,.3
16 MM

(4.50)

It should be recognized that this teB’ﬁ)M is equivalent to the second contributitd?.
Using the same method, the series of all n-body interactionbecaleveloped. The model
developed here is thus demonstrated to be very efficient in ashguthe contributions of n-
body interactions separately.

Another aspect of the graphical representation proposed in thisweetican use adjacency
matrices to determine the power indices, however in order to acsbnipdit a whole theory of
the dynamics of the proposed graphs have to be developed within ek of graph
theory, a task which is not found in the corpus of this theory and is oadstruction by us.
This unique feature of this representation makes it highly promisiwoge than the
diagrammatic representation which was proposed by Jones (2013)f83jghita coupling
between the two is needed in future works.

4. Results and discussions

To demonstrate the behavior of many body effects in dispersioragtitms between
nanoclusters, we study the interaction between two similangb&atoms. Two configurations
are used parallel and collinear with the number of atoms in thescfanges from 2 atoms to
10 atoms per clusteFig. (4.6) shows the interaction energy calculated from our model
compared with that calculated using the pairwise summation methochoie that the
pairwise summation method underestimates the interaction for shsaédinces and the
difference decreases with increasing distance. The diffelegiveeen the energy calculated
from both approaches is far greater for a parallel configuratiortittzé for a collinear one. The
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calculations are coded in our oW®RTRAN code for which the general flow chart is given
in “Appendix Il

parallel oo colinear

O Pairwise-summation

0 A 04
200 4 ®
-100 4
-400 1
600

-200 4
800 4
-1000 -| -300 -|

-1200 4
-400

o]

-1400 |
-1600 |

500 |
-1800 |

-2000 T T T T -600 T T T T
10 20 30 40 10 20 N 30 40

D(A) D (A)
Figure 4.6: The interaction energy between two decamers; a comparison between tlse result

calculated from the pairwise summation approach and that calculated fromDi 0ging
our derived algebraic formula of the model.

The model proposed is used and the contributions of the two (&3 of this model are
comparedFig.(4.7) andFig.(4.8) show the percentage of the contribution of the tem$o
the total interaction energy for the selected configurationsajlpband colinear respectively.
This study is a preliminary study in which we try to derigene key results concerning the
effect of many body interactions on the dispersion energy between identicaluséerscl

100 A

80

60

K (%)

40 +

20 A

Figure 4.7: The contribution oK (in %) to the total interaction for an interaction between
two parallel chains.
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100

80 -

60

K (%)

40 A

20

N (atom per cluster)

Figure 8: The contribution oK (in %) to the total interaction for an interaction between two
collinear chains.

For both geometrical configurations, we notice that the contributiothef, terms
increases with the increase in the number of atoms constitutinbaires, this increase is faster
for small distances near the limit of/5 for larger distance the contribution of these terms
decreases which means that the many body effects written in the secod teawe a strong
effect on the total interaction energy for these distances (&bdtof the overall energy). We
also recognize that, with increasing distances, there isfexrafite in the evolution of,
between the studied configurations. The decrease of the contributigntefms is faster for
parallel configuration Kig.4.7) as opposed to the collinear one where this contribution
decreases slowly with increasing distanéeg.@.8). This result demonstrates that the effect of
many body interactions is far greater in the case of padihins of atoms. The amount each
contributionW™ is contributing to the system is also studied separately, takenfirst three
termsW?, W3 andiw*,

D=5A D=25A D=45A

W(%)

W, ew, W,

Figure 4.9 : The first three contribution/,,W; andW, compared for different distances and
different cluster sizes\ € [2; 10]) in the case of collinear configuration.
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We notice that for both configurations; paralleig.4.9 and collinear Fig.4.10, the first
term of the serie®/? is the most dominant for distance less than a nanometer €shiswhen
compared with which was demonstrated fréign.(4.7)andFig.(4.8) thus we conclude that,
which is equivalent td,, is the dominant contribution in the second t&m\Ve also notice
that for both configurations except for a system of two atomdjrtéwo contributions//?
andW 3 are the dominant terms, other ters*(and higher) vanish with increasing number of
atoms. Nevertheless, we also notice clearly for parallel configardnat the rate of vanishing
of the third termW? decreases slightly with increasing distances, this meaats the
contribution of this term increases for large distances comparethin size. As the distance
increases, we remark slight differences in the behavior of dispefiorces, where the second
term W3 is much more influential on the behavior of the interaction betvpagallel chains,
than it is for collinear ones.

D=25A D=45A
100 (b) 100 (C)

80 80 1

Y Data

W, W, e,

Figure 4.10 :The first three contributionid’?,W3andW* compared for different distances
and different cluster size®&/ (€ [2; 10]) in the case of a parallel configuration.

The results stated above demonstrates some key findings about thebmagneffects on
dispersion interactions between 1-D nanocluster. These key points are statkxuvas f

* Many body interactions have stronger effect for distances langer clusters
dimensions. This result is very interesting since it is not fouriterature with
this statement, where for most of cases these effects are considesadstoand
only two body interaction are those that survive and effect theaiten between
particles. Due to this contrast a more detailed study on the bralyyeffects for
long ranges is needed to be conducted at a basic theoreticaldevglmainly
Quantum electrodynamic approaches to either verify or refute tétensent
claimed here.

* The geometry (configuration in this case) of the interaatlogters has a strong
influence on the behavior of many body effects and their contribution to
dispersion interactions. Which is found to be stated with various methods i
literature [6, 8, 16, 25, 29] although a thorough study on this effect using m
body physics is also needed for better understanding of the irdasmbetween
nanoparticles.

» For small distances compared to clusters' size, the firdetwis are the dominant
contributions to the interaction energy.
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« SinceW? andW?3 are equivalent respectively to London's formula for 2-body
interactions and the ATM potential for 3-body interactions, we thudwdathat,
at close proximities, the dominant many body contributions ar2-boely and 3-
body interactions.

This model is very promising although needs more work to be completeittire prospects
of developing this model would be to concentrate on incorporating tdatta effect within
this framework and also to include higher multipole interactions. @dmsbe accomplished in
our view by examining some of the new features of tensor eigenwalbkem solving theories
which are proposed in modern mathematics in the recent years. Fourfiose and to develop
future works we encourage the exploration of some of the aspebis sfde of mathematical
methods in order to find a way which we shall investigate to eehtrec model. We also
propose to follow another line of research in which the CDM method ceouipéed with other
continuous methods such as the scattering T- Operator theory wiaktramely promising
[34-37]. This line of research has not been until now investigatechwhakes it the most
interesting prospect of our suggestions

5. Conclusions:

In this chapter we have revisited the coupled dipole method, and uséhdbdased
approach of CDM for solving the problem of dispersion forces betwassrctusters, we further
continued with simple algebraic manipulations to derive the exfiriula for the interaction
energy between identical nanoclusters. Further, using some corafegtaph theory, we
introduced a novel representation of the equations derived. These geghgsed to derive
the formula for each m-body contribution in a form of a series whiak proven to be
equivalent to the results derived from more complicated methodsasysérturbation theory
in quantum mechanics. We also have studied the interaction betm@ehains of atoms, with
two geometrical configurations parallel and colinear. We han®dstrated that for the studied
cases many body interactions have strong effect on dispersias farshorter distances, with
the dominant contributions are those of 2-body and 3-body interactionsff@ébeof geometry
is also shown to be significant on the behavior of many-body formkshair contribution to
dispersion interactions.
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Conclusions

We have examined in this work dispersion forces between nanopsracd
demonstrated the basic concepts of the theoretical modelling padceese Quantum
interactions between both microscopic particles (molecules/atants)macroscopic
objects, focusing on nanosized particles. At first, we have used srasladloped using
the pairwise summation approach of Hamaker to study the effegtometry using
three basic geometries (cubic, cylindrical and spherical) and derieasthat the
effect of geometry is crucial at small distances, geneladly than 20 % of particles'
size.

Regarding the retardation effect, similarly, we have used rtf@ghod both by
comparing the existing models or by numerical atomic caloulstand we established
that, for nanopatrticles, this effect is crucially dependent orclgagize and shape as
well as the distance, and propose a correction to an existind inodeer to be applied
for the case of such particles this modified model can be aseddrporate dispersion
interactions in studying the behaviour of nanopatrticles in order tiicptbe formation
of agglomeration, which is a critical factor in assessingakiealogy of these particles
to the human body or the behaviour of nanoparticulate materials such dsrpow
aerosols and colloids. Nevertheless, we urge the need for develogwyaodel based
on a more complete theory which can predict and calculate aglguaad efficiently
the magnitude and behaviour of these interactions at the nanoscale.

For the purpose of developed a model of nanosized particles, in teedastnt of
this work we have studied and formulate the Coupled Dipole Method smifgest
forms, and used and demonstrated the Trace-based approach dDNhéoChe
problem. We further continued our calculations in the same mathehsqiicaof the
TCDM by applying some algebraic manipulations, and thus we derived the solution to
the CDM problem, and demonstrated the explicit formula of the itienaenergy
between identical nanoclusters.

Further, we used the concepts of graph theory coupled with the derivetlandde
introduced a novel representation of those equations, where these geaphate all
possible modes using simple logical rules, and each of them catrdreskated into a
mathematical formula of the corresponding interaction energy adethmodes.
Therefore, these each m-body contribution we derived from all godphsiegree, and
the interaction energy was written thus in a form of a sevlech was confirmed to be
equivalent to the results derived from perturbation theory. We thpkasize the need
to further pursue and develop this graphical representation andtitsmmatical theory,
since it can offer a new aspect of many body physics thdead for many applications
and simplifications of the existing theories and models.

87



Additionally, using our model, we have studied these interactions &etiveo
(parallel and colinear) chains of atoms, and demonstrated thgtbody interactions
have critical effect on dispersion forces at shorter distancihk, the dominant
contributions are the 2-body and 3-body interactions. The effect of ggoinealso
shown to be noteworthy on the magnitude of contribution of many-body fard¢es
total interaction.

The Coupled Dipole method is very promising approach as demonstrated in
work and others, nevertheless there are more work that has to be& @oderifor this
model to be complete. For this purpose, we propose that the futlc@mwithe subject
should concentrate on incorporating the retardation effect withirfrénisework and
also to include higher multipole interactions and solve the probligmg e new tensor
eigenvalue problem solving techniques or others, depending on the problem at hand
when incorporating these contributions. We also propose the coupling ofidtiied
with other methods such as the scattering T- matrix approach ugiektremely
promising, or even many-body Quantum electrodynamics.

It should be recognized that this work and the efforts of modelingqteections
between nanoparticles and nanoclusters which has been undertaken bgtlsr or
researchers, are very important to better predict the magrofudespersion forces
acting between these materials, which in turn would lead to er hettlerstanding of
the behavior and ultimately the control of that behavior of nanoparticed for
technological applications such as those stated in Chapter 1.

In the end, we reemphasize the importance of this work both agtystlifferent
representation and study of the problem of dispersion interactionsedretw
nanoparticles, and also as an initiation of the author to the subjaahamny potentials
of future works, which opens the door for a life work in both thealetind applied
side of physics.
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Appendix I: Flow chart for calculating the retardation using the atomistic method.
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Appendix |1 : flow chart of the model derived from the CDM approach.
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Résumeé :

Dans ce travail, les interactions de dispersion entre les nawofestiet les effets de
différents parametres (taille, géométrie, distance, ratiard et I'effets a N-corps) ont été
étudiés. L'effet de la géométrie des particules est étudiénepacant trois formes de base:
cubique, cylindrique et sphérique. Les résultats montrent que kefféd géométrie est
significante pour des distances inter-particulaires inférieures a 20%atuday particules.
L'énergie d'interaction retardée de van der Waals esiggaletudiée et il a été montré que
cet effet dépend fortement de la taille et de la forme déisydas, ainsi que de la distance.
Un modéle modifié est proposeé pour les nanoparticules extrémemees gt~ 10 nm).
Nous avons utilisé la méthode des dipbles couplés puis, a partir duisoneale Trace de
ce modele, nous avons introduit une nouvelle formule algébrique de lEdénggraction
entre des nano-clusters identiques. En outre, une nouvelle repliésamifisant la théorie
des graphes est également utilisée pour représenter chaque 'mtmtaction dérivé du
nouveau formalisme. Ces graphiques ont été utilisés pour calcdiégmiale de I'énergie
d'interaction m-corps sous la forme d'une série qui s'est agguiealente aux résultats
développés a partir de méthodes plus complexes telles que la thésmperturbations en
mécanique quantique. Nous avons également étudié linteraction entrecliEmes
d'atomes, avec deux configurations géomeétriques paralléle is€aiod. Lorsque nous
comparons notre résultat a celui qui a été calculé a partr niéthode de sommation par
paire, nous constatons que de nombreuses interactions corporelles det aigmficatif
sur I'interaction globale.

Mots clés: Interactions de dispersion; forces van der Waals; forces aeptsscorps;
Méthode dipolaire couplée; Nanoparticules
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